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Preface

The First International Conference on Computer and Communication Engineering
(ICCCE 2018), was held on the main campus of the University of Guayaquil (UG), in
Guayaquil, Ecuador, during October 25–27, 2018, and it was organized and supported
by the Department of Mathematics and Physical Sciences at the University of
Guayaquil, Ecuador. The ICCCE series aims to become the most important scientific
event for updating, training, innovation, and dissemination in advanced studies and
generation of knowledge. It brings together top researchers and practitioners working in
different domains in the field of computer science and information systems to exchange
their expertise and to discuss the perspectives of development and collaboration in
these areas. The content of this volume is related to the following subjects:

• Communications

– Networking protocols and performance

• Computer and software engineering

– Software engineering
– Information systems
– Computational intelligence

ICCC 2018 received 68 submissions written in English by 133 authors coming from
10 different countries. All these papers were peer-reviewed by the ICCCE 2018 Pro-
gram Committee consisting of 40 high-quality researchers. To assure a high-quality and
thoughtful review process, we assigned each paper at least three reviewers. Based on
the peer reviews, 12 full papers were accepted, resulting in an 18% acceptance rate,
which was within our goal of less than 40%.

We would like to express our sincere gratitude to the invited speakers for their
inspirational talks, to the authors for submitting their works to this conference, and the
reviewers for sharing their experience during the selection process.

October 2018 Miguel Botto-Tobar
Julio Barzola-Monteses

Eduardo Santos-Baquerizo
Mayken Espinoza-Andaluz

Wendy Yánez-Pazmiño
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Platform Model for the Integration of Users
with Distributed Energy Resources

in Distribution Networks
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laariasb@correo.udistrital.edu.co
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Abstract. This paper shows the design phases of a platform model for the
integration of users with distributed energy resources (DER) in a distribution
network. DER considered are the demand response (DR) and the distributed
generation (DG). The paper shows how, through the integration platform, users
can become providers of services and energy for the network. For the admin-
istration of the platform, there is an integrating agent that interacts with the users
and the network operator. The UML (Unified Modeling Language) methodol-
ogy was used for design.

Keywords: Demand response program � Distributed generation �
Distribution network � Energy market � Energy utilities � Integrating strategy �
Optimization

1 Introduction

Nowadays, energy distribution networks keep changing, and it is common to find in
them Distributed Energy Resources (DER) such as Distributed Generation
(DG) sources, storage systems and users with Demand Response (DR) programs [1].
Users who are owners of DG and DR resources can supply energy and complementary
services to the network operator [2–5].

The integration of DER in distribution networks plays a very important role in their
development, with the purpose of guaranteeing normal operating conditions from a
technical and economic standpoint. They also contribute to dealing with failures and
contingencies of the network as well as performing maintenance [6]. At the economic
level, the integration of DER allows the network operator to cut the investments in
wiring infrastructure and transformers to meet an ever-expanding demand. Therefore, it
is important to analyze possible variability scenarios in the demand, including electric
vehicles and energy storage systems in future operation of the network. To achieve this,
authors such as [7, 8] state that there are three fundamental pillars for future

© Springer Nature Switzerland AG 2019
M. Botto-Tobar et al. (Eds.): ICCCE 2018, CCIS 959, pp. 3–14, 2019.
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management and integration in networks: demand-side management, electric vehicle
charging systems, and intelligent storage systems.

In this article, the design of an access platform for DER integration is shown. The
considered resources are the DG and DR elements owned by the network user. By
manipulating DER, users become suppliers of two types of energy products for the
network operator. The first product is energy at the distribution level and the second
product encompasses complementary services for the network operator, such as cov-
erage of demand peaks or improvement of voltage profiles.

The paper is organized as follows. Section 2 describes some forms of DER inte-
gration proposed by specialized literature; Sect. 3 describes the IEEE 34-node network
used for testing as well as the power delivered by its users. Section 4 describes the
methodology which includes a list of the main requirements of the platform and the
characteristics of the actors involved in the management of DER through the inte-
gration platform. In UML, a use case diagram is built which is an extended form of a
use case and a class diagram. The operation details of the platform for selling the
disconnection service are described in the form of sequence diagrams. Finally, con-
clusions and recommendations are given on the potential of the DER integration
platform.

2 Integration of DER

Specialized literature has proposed DER integration solutions based on SCADA
(Supervisory Control Acquisition Data) systems that are often used in tasks such as
network management, data reception from sensing devices that monitor the substations
and protection offered by devices that can alter their scope in terms of the connection or
disconnection of DG elements. Subsystems knowns as microgrids are another solution
that enable the integration of DG resources and the loads associated with DR programs.

In [9], the management of the distribution network that integrates DER is
explained. Real-time participation in price market is achieved through the use of
microgrids focusing on autonomous energy networks characterized by a high level of
DER penetration. Microgrids constitute a very interesting strategy, particularly for
integral energy solutions which would include not only electricity supply, but also gas
and heating [10].

Some authors present a management model for the Integration of DER, supported
by Virtual Power Plants (VPP), seen as service-oriented software architectures [11].
Three scenarios are discussed: 1. An initial scenario places the VPP as the central axis
to where the DER converges, comprising DG elements, storage devices and controllers
for point loads. 2. An intermediate scenario includes several auxiliary VPP that manage
the DER of each microgrid, which in turn are controlled by a central VPP. 3. A third
scenario contemplates a centralized service system offering VPP services and managing
the information received from the network’s environment. Such information involves
the status of the trunks adjacent to each microgrid as well as the meteorological status
and its forecasts for DG sources and real-time energy prices. VPP facilitate the inte-
gration of DER, allowing to overcome to a large extent inconveniences related to the

4 L. A. Arias et al.



uncertain behavior of DER such as DG elements, thanks to the parallel management of
storage system associated technologies and DR mechanisms [12].

In Table 1, a comparative summary of the SCADA, Microgrid and VPP systems is
shown, seeing them as DER integration strategies.

3 IEEE 34-Node Network

The proposed design of the platform is oriented towards the management of connected
users within an IEEE network of 34 nodes. However, it can be extended to more
complex networks. The 34-node IEEE model considers the powers associated with
each load shown in Table 2.

The underlined loads are those that participate in the DR program. The selection
process of the loads is determined by the largest amounts of installed power. Figure 1
shows the topology of the radial type distribution network used as in the testing
scenario. For the users’ power levels, the recommended values for a standard IEEE 34-
node network were taken as reference from [13, 14].

Table 3 shows the manageable power of the users participating in the DR program.
It also shows the type of DG source of some users and their power. This data enables
the characterization of the users that will enter the integration platform.

Table 1. Comparative summary of DER integration strategies

Factor SCADA Microgrid Virtual Power Plant

Main
objective

Control of DG
devices,
occasionally
DR

Control/Integration of
DER in the network

Management/Control and
Integration of DER

Application
range

Network
elements

Local sectors of the
network

Without any restrictions

Infrastructure Control
elements,
sensors

AMI (Advanced
Measurements
Instruments) devices, flow
measurers,
communications
technology

AMI devices, flow
measurers,
communications
technology and energy
market links

Operation Centralized With the network or
through islanding

Centralized or
decentralized

Focus Technical
efficiency of
network
elements

Energy efficiency of the
microgrid

Energy and economic
efficiency of the network

Functional
elements

Control of
DG,
management
of DR
mechanisms

DG control, storage
control and DR

Coordination/Control of
DG, DR, storage systems,
compensating elements,
integration of electric
vehicles

Platform Model for the Integration of Users 5



Table 2. Power parameters for IEEE 34-node network loads

Load Power Load Power
Active (kW) Reactive (kVAr) Active (kW) Reactive (kVAr)

816 5 2,5 824 24,5 12
842 5 2,5 806 27,5 14,5
864 5 2,5 802 27,5 14,5
856 5 2,5 846 34 17
854 5 2,5 840 47 31
828 5,5 2,5 830 48,5 21,5
832 7,5 3,5 836 61 31,5
810 8 4 822 67,5 35
808 8 4 848 71,5 53,5
862 14 7 820 84,5 43,5
838 14 7 834 89 45
818 17 8,5 860 174 106
826 20 10 844 432 329
858 24,5 12,5 890 450 225

Fig. 1. IEEE 34-node network model used for testing

6 L. A. Arias et al.



4 Methodology

The DER integration platform was designed by following these phases: Definition of
the approach, then Analysis and list of requirements. Subsequently, the main use cases
and the extended use cases were established. This was followed by the Verification of
compliance of extended use cases with the list of requirements. When the requirements
are not satisfied, the use case diagrams are adjusted accordingly. If the result of the
verification phase is positive, then the sequence diagrams are created showing the
exchange messages of the DER integration platform each time that an energy service is
required such as a request of power disconnection. Lastly, the corresponding class
diagrams are made while specifying variables such as the manageable power and DG
power manipulated by the actors of the platform as well as the methods involved in
their work.

Figure 2 shows the flow diagram of the design phases of the DER integration
platform.

4.1 Definition and Analysis of Requirements

The requirements describe in a narrative way the elements, tasks and characteristics that
make up the DER integration platform. For their individualization, the main consid-
erations of the initial approach stage are adopted, by assigning a priority level to each
one according to their importance within the platform. The total number of require-
ments used to analyze the characteristics of the platform surpassed 100. Table 4 shows
some of the main requirements that characterize the functionality of the integration
platform.

As seen in Table 4, the requirement R013 describes how users can choose at which
times of the day they are available to participate in DR-based services and distributed
generation resources. Requirement R082 indicates that the network operator must have
a section in the platform for the generation of service demands to the integrating agent.

Table 3. Characteristic parameters of the users for the test scenario.

User Total power, kVA Manageable power, kW DG PDG, kVA

840 47 3.2 -
830 48.5 3.395 -
836 61 4.27 -
822 67.5 4.725 -
848 71.5 5.005 -
820 84.5 5.915 -
834 89 6.23 Photovoltaic 10
860 174 12.18 Photovoltaic 15
844 432 30.24 -
890 450 31.5 Microturbine 125

Platform Model for the Integration of Users 7



4.2 Use Cases Diagrams

After establishing the list of requirements and their respective analysis, the use case
diagram is created. It shows the actors of the DER integration system: the integrating
agent, the network operator and the users (Fig. 3).

The use case diagram shows that the integrating agent performs three management
tasks on the platform: user management, interaction with the network operator and
management/control of the DER. Each task of the integrating agent is interpreted as an
additional use case as follows: User management includes the registration of users on
the platform and their permanent communication with the integrating agent. During the
registration process, users state their identification data, power level and the DR or DG
resources that they own. As an example, Table 5 exhibits the extended data of one user
referenced in Table 2.

As it can be noticed, the users participating in the DR program can specify their ID,
their installed power as well as their manageable power, i.e., the power that they can
disconnect at any given moment. Furthermore, the user can indicate the type and power
of his DG source as well as the hours of the day in which he can disconnect the

Fig. 2. Flow diagram for the design of the DER integration platform

8 L. A. Arias et al.



manageable power, the variable costs ðCVihÞ and the fixed cost ðCFiÞ. The latter is
associated to the maintenance of the communications and the control of the infras-
tructure that the integrating agent uses to switch between manageable power loads.

With regard to the interaction with the network operator, the integrating agent can
receive orders or demands from him. The network operator may request that the energy
consumption is reduced throughout the day or that the consumption peaks are cut at
certain times of the day. In such cases, the integration platform receives information
from the operator in the form described in Table 6.

The data in Table 6 can be interpreted as the disconnection demand vector Dh

representing the power quantities that need to be reduced for each hour. There are some
hours that do not require any power reduction (marked by a hyphen “-”).

The interactions between the integrating agent and the network operator include
activities related to the economic and technical evaluation, thereby solving optimiza-
tion problems. The solution of the economic optimization problem allows to adjust the
offer of the integrating agent.

The target function is shown in Eq. 1

min
X24

h

XN

i
CFi � Zih þCVih � Pih½ � ð1Þ

Zih is a parameter equal to 1 if the user participates in the DR program and equal to
0 in the opposite scenario.

Table 4. List of requirements

ID Description Priority

R013 The software must have an application that provides comfort to the user
in the management of scheduled disconnections

High

R018 The software must store and manage distributed generation information
and pertinent user data

High

R020 Within the software, the user must have the option to cancel a scheduled
disconnection that takes place within a pre-established time

High

R029 The website must store personal and technical data from each user in an
encrypted way inside a database

High

R064 The site must be designed to interact with different software and generate
graphics and data corresponding to the requested information

High

R076 The software should provide simulated results of the network state based
on certain disconnections

High

R079 The software must determine the most efficient way to assign a technician
to the users

High

R082 The software must allow the network operator to make power
disconnection or reduction requests

High

R090 The site must be designed to control and manage petitions of emergency
power disconnection requested by the network operator as a priority order

High

R104 The webpage must enable the technician to input the technical data of a
user

High

Platform Model for the Integration of Users 9



Fig. 3. General use case diagram for the DER integration platform

Table 5. Extended data of User 834 registration in the platform

Table 6. Power disconnection requirements during some hours of the day, Dh

Id No. 0001

Hour 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

kW 20 10 30 - - - 30 35 30 - - - - - - - 20 20 25 35 10 - - -

10 L. A. Arias et al.



Pih is the power disconnected by a user at a certain time of the day.

s:to:
XN

i¼1
Pih �Dh

ð2Þ

where h ¼ 1; 2; 3; . . .; 24 represent the hours of the day

0�Pih �Pi � Zih ð3Þ

Pi is the total manageable power of each user

X24

h¼1
Zih �KMAXi ð4Þ

KMAXi is the maximum number of participation times for each user.

Restrictions:
The first restriction is related to the coverage of the demand made in each hour (Eq. 2).
The second restriction refers to the limits of the maximum unplugged power for each
user when it is requested to participate in the DR program (Eq. 3). The third restriction
involves the maximum number of times that a user can participate in the DR program
throughout the day (Eq. 4). Every user is conditioned to participate for a limited
number of times per day.

The final activity of the integrating agent’s use case is the coordination of DER. On
one hand, the integrating agent can effectively connect or disconnect the user’s man-
ageable loads. On the other hand, he monitors and controls the DG sources which can
be either deterministic (such as the case of User 890 that has a 125 kVA microturbine)
or stochastic (such as the case of User 830 that has a photovoltaic source of 10 kVA). If
the source is deterministic, the integrating agent monitors its power level and operating
status. For stochastic sources, the integrating agent evaluates the current power levels
and monitors the behavior of the resource through probability density functions.

In the management activity of the DG sources, an energy dispatch offer is estab-
lished for them, considering their behavior. This offer is sent to the network operator,
which then has two options: 1. To buy said energy if the offered quantity lies in the
surplus energy category or 2. To request that the integrating agent solves an optimization
problem that allows the operator to reach the minimum cost per kWh. In its general
form, the optimization problem of energy dispatch is shown below (Eqs. 5 and 6).

MinFOGD1 þFOGD2 þ . . .þFOGDn ð5Þ

FOGDn is the target function for each DG source

s:to:

PGD1 þPGD2 þ . . .þPGDn �DNO
ð6Þ

DNO is the energy demand request by the network operator.

Platform Model for the Integration of Users 11



4.3 Sequence Diagram

In sequence diagrams, the interaction between the components of the system over time
is shown for the previously explained use cases. As an example, Fig. 4 details the
sequence diagram for the sale of a disconnection service to the network operator.

The network operator sends a power disconnection request for several hours. The
integrating agent receives the order and checks the user database. Then, he sends a
message to confirm the participation of the users. The users respond and thus the
integrating agent can set an offer and send it to the network operator.

To establish the offer, the integrative agent must solve an optimization problem such
as the one specified in Eqs. 1 to 6 where the available DER are used while seeking the
lowest cost for each hour according to network operator’s demands. When the operator
accepts, the integrating agent sends control messages to the users’ manageable loads.

4.4 Class Diagram

Figure 5 shows the class diagram of the main actors in the DER integration platform:
the integrative agent, the network operator and the users.

The class diagram shows the identification data of the integrative agent, the network
operator and the users (ID). The integrative agent manages the users which implies being
in charge of registering users, sending confirmation messages, connecting and discon-
necting manageable loads and DG elements. Additionally, the agent interacts with the
network operator by receiving requests for both energy and disconnection services and
responds to such requests using the users’ DER.

Fig. 4. Sequence diagram for selling a disconnection service of manageable power
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The network operator class shows variables such as the disconnection request and
energy demand vector. The operator sends the requests to the integrating agent and then
receives the offers sent to him. Operator decides whether he accepts them or not
depending on the resulting cost. The user class diagram delivers variables such as the
manageable power, DG power and the disconnection timetable for said manageable
power. Integrating agent also states the fixed and variables costs of the disconnected
kW and the energy offered. Some of his methods include the modification of the
disconnection timetables to which he commits to and the modification of the variable
costs per disconnected kW for each hour of the day.

5 Conclusions

The designed model of the integration platform is versatile and works for an unlimited
number of users. It gathers the management-related characteristics of the distributed
energy resources that are currently requested to the distribution networks. Modeling
with UML allows the platform to be open to any type of software, hardware technology
or search engine found on the Internet.

The inclusion of the capacity to solve optimization problems in the integration
platform makes it an effective tool for managing the resources of the network, thereby
diminishing the impact of a massive participation of DER.

Fig. 5. Class diagram for the main actors in the integration platform
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Abstract. The sole purpose of this study is to evaluate the outcome of the
feasibility involved with the ergonomic and key point of view that incorporate
the Digital Terrestrial Television (DTT) technologies as an add-on tool sup-
porting therapies for children with Developmental or Evolutionary Dyslexia,
taking this as a case study for children of TecnoMedic Rehabilitation Center of
Medical Technology School of Universidad de Guayaquil. The DTT application
was developed based on basic therapy composed of four levels of complexity on
which were proposed by the speech therapists of the Medical Technology
School of Universidad de Guayaquil. Three variables were determined for their
analysis with respect to the reeducation of the perceptive-motor, language and
reading. The data was obtained before, during and after the use of the software
for which a satisfactory of compliance survey was also carried out for children
and speech therapists. Considering that Ecuador adhered to the Brazilian DTT
standard, the technological tools used were those proposed by the creators of
such standard.

Keywords: Digital Terrestrial Television � Developmental Dyslexia � Ginga �
Set-top Box

1 Introduction

Television is a venue of mass dissemination with a high scale of consumption, so
Ecuador, until 2012, had 9 out of 10 households with color television; Ecuadorians
watch television around 3 h a day on average [1], Digital Terrestrial Television also
known by its abbreviation “TDT” is a new way of transmitting free or open television
signals with advantages such as higher quality video, image and sound. With the
transmission in digital format, it will be possible to take advantage of the radio
spectrum and frequency bands will be released for the use of new technologies. To
adopt Digital Terrestrial Television, there are four standards in force worldwide, and
each country uses the one that best suits its needs. Ecuador, chose the ISDB-T Inter-
national standard on March 25, 2010 [1].
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In contrast to analogue television that encodes images and sounds in an analogous
way, digital television encodes images and sounds in a digital way, allowing better
image quality, access to multiple channels and interactive services, which is why digital
television provides the opportunity to create interactive applications, hence the name
Interactive Digital Television (TVDI). With TVDI, the consumer can go from being a
passive viewer and become an active participant. Television goes from being merely a
diffuser of content to enabling access to content. Through TVDI, it may be possible to
access a set of public or private services that cover various fields such as commerce,
administrative management, entertainment and learning. You can list services such as
shopping, tele banking, telemedicine, games, email, a variety of information services
(pharmacies on duty, alerts, weather, news, sports, traffic, etc.) [2].

Interactivity refers to the versatility of a program so that user decisions can change
their course. It represents the control that the person can exercise over the program and the
malleability that it presents to accommodate the decisions of the person who uses it [3].

Interactivity allows a dialogue where the participant has the capacity to intervene in
programs or services that he/she receives. There are two types of local or remote
interactivity. On the first case, the consumer accesses interactive content without
sending data to the issuer, and on the second case, there is a return channel through
which to send data and interact with both the service provider and other consumers.

Dyslexia-According to the American Psychiatric Association, through the DSM-V
(Diagnostic and Statistical Manual of Mental Disorders, 2013) indicates: “Dyslexia is
an alternative term used to refer to a pattern of learning difficulties that is characterized
for problems with the recognition of words in a precise or fluid way, misspelling and
poor spelling ability” [4], given that previous works were found in which through video
games, the reading of children with Dyslexia was improved [5] and the use of computer
programs in speech therapies indicates the advantage of such programs in these
treatments [6], in present work, digital television is used to develop local interactive
services as an audio visual support tool for intervention of developmental dyslexia.

1.1 Related Work

There are previous tasks where the interactivity of DTT is used as EsCoTDT (Platform
of Cognitive Stimulation through TDT-MHP) [7] which helps to strengthen the
maintenance of cognitive abilities in Parkinson patients. Through this platform, patients
with Parkinson can perform cognitive stimulation therapy from their own home using
interactive digital television, thus complementing therapies taught in the Association of
Parkinson of Madrid.

iFunnyCube is an interactive DTT application which is used in rehabilitation of
people with special needs. In Brazil, they have applied it to a group of people with Down
syndrome. The application is a game with cubes that allows the classification of ways
that help in process of cognitive development and motor coordination of the child [8].

ImFine is an application in which interactive DTT is used to track older adults
where not only the doctor, but also the friends perform this follow-up work. It is similar
to Twitter but with a different approach when using. In ImFine, a person has several
protectors that track their actions [8].
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2 Dyslexia

There are several definitions that have been given to this term. Two different statements
coined by organizations specialized in this difficulty are presented.

According to the definition adopted by the World Federation of Neurology in 1968
[9] dyslexia is a problem that is characterized by a deficit in learning to read despite
receiving correct teaching, showing normal intelligence and enjoying normal socio-
cultural opportunities.

For its part, the International Dyslexia Association defines it as a specific learning
disability of neurobiological origin, characterized by difficulties with precise and/or
fluid word recognition and poor spelling and decoding. These difficulties are often the
result of a deficit in the phonological component of language that is often unexpected in
relation to other cognitive skills and the provision of effective classroom education.
Secondary consequences can include problems in reading comprehension and a
reduced reading experience that can impede the growth of vocabulary and prior
knowledge [10].

From previous definitions [4], it can be inferred that dyslexia is presented as a
difficulty in reading learning that is characterized by having problems in the recognition
of words, which causes reading and writing incorrectly, being the affected a person
with an IQ within the normal average and with a schooling appropriate to his age.

2.1 Types of Dyslexia

Within this theme, we mainly distinguish between acquired dyslexia and developmental
dyslexia. Acquired Dyslexia occurs when the person has had some kind of deterioration
or brain trauma due to genetic origin, heart attacks or cranial injuries. Within acquired
dyslexia there are 2 subtypes: peripheral dyslexia and deep dyslexia [11].

Developmental dyslexia (DD) is the difficulty of learning to read as well as writing,
spelling, reading comprehension, etc. This disorder occurs without the individual
having any motor, sensory, physical, psychic or intellectual delay, manifesting when
they begin to develop reading skills [11]. In general, dyslexic persons are characterized
by substituting, omitting or inverting graphemes and not recognizing phonemes cor-
responding to them.

DD usually presents characteristics associated with age ranges of individuals
comprised in: (1) 3 to 5 years, (2) 6 to 11 years and (3) 12 years or more. Given that the
present study was carried out in children between the ages of 9 and 11 who are in the
second range, these usually present the characteristics shown in Table 1 and that allow
identifying this type of disorder for treatment.

2.2 Intervention of Children with Developmental Dyslexia

The intervention of people with developmental dyslexia is performed after a complete
and individualized diagnosis. The approach to this disorder must be multidisciplinary,
involving psychologists, speech therapists, educational psychologists, teachers and
parents. There are 3 levels in which reeducation can be planned, the first is the level of
prevention or initiation, which is based on preventing the learning difficulties of
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reading and writing in children of initial age, the second level is reeducation, here it is
about correcting to a great extent the acquired learning difficulties, it is advisable to
apply it in children not older than 10 years and the last one is the level of consolidation,
based on stabilizing the acquired knowledge and intervening any dyslexic difficulty that
may arise in the child [12].

According to the intervention model suggested by the speech therapist, psycholo-
gists, and psycho-pedagogues, various strategies will be applied [13], among them we
mention, the daily work with rhymes, identify phrases and words, train patients in oral
motor perception, nowadays Computational cognitive training is also used [13] in
which computer applications are used as a complement to classic exercises.

In this work, an application was developed as a complement in the level of reed-
ucation where the following areas are covered: Perceptive-Motive, Language and
Reading.

In the Perceptive-Motor area, you can work on the body outline, laterality, spatial
orientation and words, making visual discriminations of them. As for reading, the
therapist will color a text so that it is analyzed correctly by mean of questions.

3 Digital Terrestrial Television (DTT)

Digital Terrestrial Television (DTT) or Open Digital Television (TDA) is an evolution of
analog televisionwhere the transmission and reception of images and sounds aremade by
digital signals in the same band of analog broadcast, but being binary takes advantage of
the radio spectrum providing the ability to broadcast more channels in the same space that
currently occupies a single analog channel, also higher image and sound quality; in
addition, it allows extra services that boost up value to the programming. The emission of
the signal is done by a transmitting antenna or terrestrial repeaters up to a UHF antenna
connected to a set-top box (STB) or a television with the standard applied in the country.

Table 1. Characteristics of children with DD according to age range.

Children from 6 to 11 years old

They usually invert words numbers and letters
Confusion in words with the order of their letters
Problems to relate the sound with the letter
They have difficulty in pronunciation of words
They replace or invert syllables
They usually confuse the writing of left and right, mirror writing
Poor motor coordination, difficulty saying and giving thoughts
Bad calligraphy
They usually have difficulty following verbal instructions and completing series
Poor reading comprehension
Grammar and deficit spelling misuse of grammar and spelling
Inability to apply calculations or problem solving with simple numerical concepts
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Several standards have been developed for digital television and each country has
taken the one that best suits its technical and political needs. The standards for digital
television are: ATSC, DVB-T which has a second generation that is DVB-T2, ISDBT,
ISDBTb or SBTVD and DTMB [14], in Ecuador the ISDBTb standard was adopted,
which is a variant Brazilian of the ISDBT standard of Japan, the main difference is that
the video coding for the Japanese standard is H.264 and for the Brazilian it is MPEG-2.

A complete digital television (DTV) system consists of three parts: the head-end
transmitter system, the transmission system/distribution network and the user terminal
system. Our major analysis will focus on the last one describing its architecture and its
ability to interact locally.

3.1 Set-Top Box

In digital television to watch a program, you can use a digital TV that already includes
the tuner for DTV or an STB connected to an analog TV, the STBs are often used for
their low cost, they are constituted by a layer of hardware and software. In Fig. 1, the
typical internal structure of STB has four layers: hardware, device driver, middleware,
and a layer of software applications; additionally, there is a conditioned access module
(CA) that is an encryption mechanism for the content of the programs according to the
user groups and service modes [14].

The remote control is an electronic device used to control a remote device. Inter-
active digital television becomes a tool to access the menus of applications. There are
studies on the ease of using DTT remote controls [15], where the objective was to find
an intuitive and easy-to-use remote control based on the labeling of the buttons,
comparative studies of remote controls for digital television have also been carried out
in the United Kingdom [16], where it is determined which is the proper distribution and
labeling of the remote control buttons to improve the user experience of DTT in the
country [17]. In this study, the red, blue, yellow and green buttons of the remote control
will be used to access the interactive screens.

3.2 GINGA Middleware

In programming environments for DTV, support is provided for the execution of
interactive applications in two environments: a declarative and an imperative. In the
Brazilian digital TV system, the declarative environment is represented by Ginga-NCL,
which supports applications based on the NCL (Nested Context Language) and the
imperative environment is represented by Ginga-J, which provides support for the
execution of applications written in Java language. Ginga is the middleware that will
allow communication between the application and the execution infrastructure destined
for the SBTVD, a standard established by Brazil that is a modification of the Japanese
standard.

According to the recommendation, ITU H.761E is not only optimal for digital
television but also for television by internet protocol (IPTV) [19]. The institutions
involved in the creation of this technology are Telemídia Lab together with LAViD and
LIFIA [20]. Brazil has contemplated several standards for the standard published by the
SBTVD Forum [21].
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Ginga Architecture
The Ginga architecture is observed in Fig. 1 and can be divided into three main
modules: Ginga Common Core (Ginga-CC), Ginga-NCL and Ginga-J, the last two
modules form the specific services of Ginga [22].

Common Core
The Common Core allows communication between the operating system and the
hardware, as well as the link between declarative and imperative languages through its
components. It is in charge of tuning channels through the tuner; after that, the
selection filters allow to pass information required by the APIs through the data pro-
cessor, the Common Core accesses, processes and transports information.

Ginga NCL is the module responsible for execution of declarative applications
encoded with NCL or hybrid (NCL and LUA). Its infrastructure is made up of the
formatter, the design administrator, the converter, the programmer, the private database
administrator, the analyzer of XML, the replay manager and the NCL context manager.
The formatter captures and controls the applications programmed with the NCL lan-
guage. The design administrator recognizes the regions established in the application.
The programmer evaluates and organizes the links and programming, uses the Player
Manager to correctly start the medium content at the right time. The XML parser and
the converter work together to translate the NCL language appropriately and then send
it to the formatter [23].

NCL
NCL or Nested Context Language is an XML application language that is based on the
conceptual data model NCM or Nested Context Model, it allows to incorporate and
synchronize multimedia elements such as images, text, sound, videos, etc. This defines
the time and place where they will be executed when developing interactive applica-
tions [24]. In NCL we work with media elements such as these images, videos, sound
and text. To develop in NCL, four questions must be answered: Where will the ele-
ments be displayed? What elements will be displayed? How will they be displayed?
And when will they be shown?

Fig. 1. Ginga Architecture [22].
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LUA
LUA is free software that is used as a language for program development and that
offers good support for objective-oriented programming, functional programming and
data-oriented programming. This language is designed with an extensible and modi-
fiable semantics with the use of metatables, it is imperative, that it sends to the com-
puter a set of instructions on how to perform a task [25]. This progression language is
influenced by Scheme, SNOBOL, Modula, CLU, C++ and runs in a virtual machine.

4 Methodology

4.1 Application Design

The design of solution models a basic therapy aimed at patients with Developmental or
Evolutionary Dyslexia registered in Medical Therapy Center of Medical Sciences
Faculty of Universidad de Guayaquil, this therapy was proposed and supervised by
speech therapists from the Medical Technology School of Universidad de Guayaquil.
A progressive difficulty index comprised of 4 levels was determined, the first being the
most basic with spatial placement exercises, the second level related to word recog-
nition, the third level aimed at meaningfully completing the sentences and the fourth
level to interpreting and identify the meaning or idea of a paragraph, this level being the
most complex. At the end of each level, the patient obtains his opinion on the use of the
remote control as can be seen in Fig. 2 following the same playful scheme proposed by
the application.

In order to encourage the participation of the patient, a score scale is determined
based on their progress in the levels, this score is presented to the patient at the end of
each level and serves as an additional parameter to the work of the speech therapist
who evaluates the results independently in each level and in all the exercises included

in such a way that the score per action (A) performed is A ¼ 100=4
n where (n) represents

the number of exercises proposed at a specific level. The final score will be obtained

Fig. 2. Interface to measure the patient’s experience in use of remote control.
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from
P4

i¼1 nA where (i) represent the level or levels of the application. A management
module oriented to the work of the speech therapist was determined for the registration
of the orders, images and responses that make up each screen or graphical user or
patient interface.

The tools used for the development of applications for DTT are those proposed by
the Pontifical Catholic University of Rio (PUC-Río) de Janeiro in Brazil and are
available on the website of Telemidia laboratories of PUC-Rio. Figure 3 shows the
architecture of the application with the use of blocks created in the LUA language and
the Backbone of the application written in NCL, making use of flat files for the
persistence of the data that each interface constructs.

For content management of each graphical interface, an administration module was
developed by means of Joomla tool through which the speech therapist builds the
therapy by adding the commands and images to each button color in each of the
screens, the indicator of the correct answers is also added. The core or backbone of the
application consists of two files written in NCL, the first called LetritasTV allows you
to manage the flow of information or the program throughout the execution, while the
second file named DefaultCommBase manages the distribution of the elements in the
regions of the television screen. The graphic scheme of the application provided by the
NCL Composer tool shown in Fig. 4 allows to observe the integration of the modules
written in LUA, the multimedia and as a basis the NCL.

The components developed in LUA are those that mostly contribute what is known
as the business logic to the application because in these modules the work is managed
with the multimedia files that are used throughout the execution of the program. For
developers, working with LUA is more familiar because it is a programming language
with classic control structures, which makes it possible to direct the correct flow of
information in an application, whereas NCL is an HTML and HTML style tag language.

Results
Instructions
Multimedia
Results
Instructions
Multimedia
Results
Instructions
Multimedia
Results
Instructions
Multimedia

M u l t i m e d i a

L E T R I T A S   Tv

A
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 a n a g e m
 e n t

L e  v e  l   4

L e  v e  l   3

L e  v e  l   2

L e  v e  l   1
Main

Default CommBase

Fig. 3. Architecture of DTT application.
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XML, in such a way that from a programming point of view, is more flexible than LUA.
That is why the PUC-Rio advises the use of the two languages for the development of
DTT applications.

The DTT application was evaluated in 20 individuals between 9 and 11 years of
age in 2-month trajectory. We attended 4 students per week using a 42ʺ TV and an STB
developer decoder, and with the help of a Flash Drive unit, the software was put in. The
therapy was monitored by the speech therapist, only one student per day would be
served.

In Level 1 of the application, exercises are proposed for the psychomotor area
where it is tried to reaffirm the knowledge of laterality, body schema, spatial notions
and temporal notions. Being the therapist who performs the exercises should be cou-
pled to the model of the interface raised in the design.

In Level 2, the therapist performs exercises with letters and syllables, showing their
shape, visually discriminating their shape, positioning, relating them to an image, etc.
In Level 3, the therapist performs exercises with words, as well as relating them to
images, recognition of homonymous and antonym synonymless words, etc. In Level 4,
the therapist performs reading comprehension exercises with texts.

The instructions, selected images, options and answers are stored in flat files from
administration module. The draw function shows data read on the screen. The correct
answer selection for each instruction must be selected by red, blue, yellow or green
button on remote control. There are technical considerations for images used in this
work, the image format is PNG without any background, so that these are better
visualized on the screen, its maximum size is up to 6 MB, although the optimum would
be to incorporate images of better quality and small size.

Design of Data Collection Instruments
The Therapy Center of Universidad de Guayaquil, at the time of the investigation, has
20 patients, of which 11 are boys and 9 are girls whose ages fluctuate between 9 and 11
years. Being a small population, sampling techniques will not be applied.

Fig. 4. Visual scheme of application seen in NCL Composer.
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It was determined to create 3 instruments oriented to: Identify the degree of sat-
isfaction of medical therapies by TV, the ease of use of remote control and assess the
user experience in the use of the application.

James Hom on his website http://usability.jameshom.com makes a compilation of
multiple methods of evaluation and testing of which the method of inspection with the
cognitive walk technique was selected to measure the degree of usability of the
application by the specialists and patients. This is a technique in which specialists build
different scenarios of what may happen or the perception that users will have during the
use of the application, making a walk through the interface and acting as a user.
Helping to identify susceptible areas to improvement or design errors. Table 2 shows
the survey format based on this technique.

5 Results

5.1 Appreciation Level of Tool Acceptance

As part of the field research carried out to study the implementation of the tool, surveys
were carried out, at different times of the treatment, on a population of 20 children of
both sexes (11 boys and 9 girls) with dyslexia disorder and 5 treating doctors, in order
to obtain their point of view regarding the preference to use television as a means to
perform the therapy.

Question 1. Would you like to perform the therapies through television (Table 3)?

Table 2. Survey of therapists and students about the use of the DTT application

Task Action Reaction

Access to application Press red button of remote control Easy
Hard

Access level screen After pressing red button Easy
Hard

Select a level Press red, green, yellow or blue button Easy
Hard

Access to interface of
selected level

After pressing the control color buttons Easy
Hard

Execution of proposed
exercise

Reading the instruction, observing the main image,
choosing the correct answer

Easy
Hard

Table 3. Survey results of predilection for Medical Therapies on TV

Quantity of boys Quantity of girls % Boys % Girls

YES 10 7 91% 78%
NO 1 2 9% 22%
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In Fig. 5 we can see a marked taste for use of television as a mean to perform
medical therapies related to dyslexia, 91% of boys and 78% of girls have favorably
accepted TV as a support to therapies, this tendency can be based on the fact that
television is the most used mass media in homes and in front of it children spend the
most of their leisure time.

Question 2. How do you feel using remote control (Table 4)?

Figure 6 shows the degree of adaptability that patients have to use remote control
for the development of different levels in which therapy has been divided, this tool
becomes more familiar to patients as they pass between different levels, in Level 1 only
4 boys and 4 girls felt comfortable with the use of remote control as an interface for
their therapy, at the end of Level 4 the satisfaction of using remote control was
increased, 9 boys and 8 girls felt comfortable with the use of this device, this is based
on consistency of navigation and interaction with the use of colored buttons on remote
control.

Question 3. Does the use of application seem easy or difficult (Table 5)?
Both, patients and therapists expressed their complacency in human-machine

interaction obtained from the playful design of the DTT application, in Fig. 7 the
evaluation made by speech therapists and patients is observed for each of the main

Fig. 5. Preference in use of TV as a means to perform medical therapies

Table 4. Satisfaction survey results by use of remote control.

Level 1 Level 2 Level 3 Level 4
Boys Girls Boys Girls Boys Girls Boys Girls

Very happy 4 4 5 5 7 6 9 8
Happy 4 4 4 4 4 3 2 1
Sad 3 1 2 0 0 0 0 0
Very sad 0 0 0 0 0 0 0 0
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tasks of software developed for medical therapies associated with dyslexia, it can be
seen that the entrance to application and the access to levels was considered easy by
100% of respondents. In general terms, 76% of respondents determined that execution
of the proposed exercise was easy.

A fourth instrument was designed to reflect contrast between different media that
can be used as support tools for dyslexia therapies in Fig. 8, showing that a sample of
25 speech therapists have positively evaluated the use of television with respect to the
most well-known media such as paper and the computer.

Question 4. According to your criteria and based on Ecuadorian context, in what
percentage the following means should be used: paper, computer or television as a
support to the dyslexia therapies (Table 6)?

Figure 8 shows that specialists consulted in their entirety agreed that no means
should be exclusive when using it as a support for therapies, given that none of the
three media were evaluated in more than 60% for their use. It is observed, moreover,
that audiovisual media range from 1 to 60% in preferences of use, having a higher

Fig. 6. Satisfaction of use of remote control in levels of medical therapies.

Table 5. Evaluation survey result about user experience in use of application.

Easy Hard
Therapist Patient Therapist Patient

Access to application 5 20 0 0
Access to levels screen 5 20 0 0
Select a level 4 16 1 4
Access to selected level interface 4 17 1 3
Execution of proposed exercise 4 15 1 5
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Fig. 7. Satisfaction of new equipment used in Medical Therapies

Table 6. Results of assessment survey of user experience in use of means to perform the
therapies

% Paper Computer TV

0 7 0 0
1 a 20 10 5 5
21 a 40 3 10 13
41 a 60 5 10 7
61 a 80 0 0 0
81 a 100 0 0 0

Fig. 8. Preference in use of medium to perform dyslexia therapies.
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concentration between 20 and 60%, however, paper is still considered as a traditional
medium, although its percentage of use is low, given that its highest concentration is
between 0 and 20%.

6 Conclusions

The design of the solution displays a basic therapy aimed at patients with Develop-
mental or Evolutionary Dyslexia registered in Medical Therapy Center of Medical
Sciences Faculty of Universidad de Guayaquil, this therapy was proposed and super-
vised by speech therapists from Medical Technology School of Universidad de
Guayaquil. The design can be configured in web environment of the tool and then
converge as exercises to be developed by patients in therapeutic sessions. This con-
vergence in environments allows taking pertinent actions to adapt therapies according
to evolution of the patient.

The developed application is highly easy to use, focused on target population
(children with dyslexia disorders), the use of remote control as an interface for the
development of therapies and the consistency of navigation and buttons of interaction
allowed patients to have a rapid learning curve in use of the tool and focus directly on
development of therapy. The interface complies with the suggested guidelines for the
creation of content and interaction with users, as provided by standards in digital
terrestrial television. For the content of the therapies, the playful model has been
applied with the inclusion of images according to the age of patients. In addition to
distribution of contents, good visualization practices were considered to increase the
ease of interaction with the patient.

7 Future Work

The vision in medium term is to have statistics of the values originated by the tool.
These statistics should be defined or configured by the therapist in such a way that the
values obtained be, posterior, a support for decision making regarding medical evo-
lution from the patients.

The personalization of therapies for patients is another point to work in later
developments, in this way the therapist can generate a medical work according to the
evolution that the patient has had, this personalization can generate information that
forms part of the statistics indicated in previous paragraph.

Evolution in the use of other interface devices for interaction with the tool is
another point to consider in future work. The comfort that patients indicated to have in
use of remote control, laid the foundations for study of the experience in terms of
ergonomics and learning of new devices that encompass other sensory elements of the
patient, such as 3D glasses, kinetic, touch screens, among others, these elements being
considered in the future development of DTT applications.
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Abstract. In shrimp farming, ponds or pools are considered the habitat
where shrimp grow and develop. In this ecosystem, shrimp are affected by
biochemical, climate agents and deficient maintenance. Those situations
cause diseases, death of the species and eventually monetary losses to
the aquaculture industry. To face this problem, a monitoring system for
shrimp pools is proposed. The system will be constructed with wireless
technology and sensors to monitor the main physico-chemical parameters
in the shrimp farming process. This proposal aims to contribute saving
resources that are involved in the processes of shrimp farming as well
as meeting the need to remotely obtain real time information, allowing
to make critical decisions and ensuring optimal harvest with minimum
losses.

Keywords: Arduino · Monitoring system · Wireless technology ·
Physico-chemical parameters · ESP8266 · Shrimp farms

1 Introduction

Ecuador is a country that has a high development potential in a wide variety
of industries. One of those industries is aquaculture where shrimp cultivation
and harvest constitute one of the most outstanding activities in this productive
sector. To carry out this activity, shrimp producers face prevalent circumstances
that directly affect the growth process of shrimp in farming. The main circum-
stance is the deterioration of water quality in the ponds [1]. Ponds situation
is affected by climate changes, use of excessive chemical agents and deficiency
in maintenance. Therefore it is necessary to monitor and control the physico-
chemical parameters that influence water quality.

Ponds state depends on the variation of different indicators to guarantee a
good harvest [2]. According to [3], temperature, water level, amount of dissolved
oxygen, pH level, turbidity, salinity, change of color and alkalinity are some
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parameters used to define and measure water quality. Dissolved oxygen is a very
important individual variable that depends on water temperature in the pond.
When the temperature reaches high levels it can cause the shellfish dead. On
the other hand, pH indicates the acidity level of water that determines whether
physical or biological changes have occurred in the shrimp habitat [4]. Therefore,
dissolved oxygen, temperature, and pH were chosen as the most critical param-
eters for the proposed system [5]. These parameters should reach values ranges
shown in Table 1 to shrimp grow and develop under optimal conditions.

Table 1. Water quality norm values*[3] [4] [5]

Parameters Normal value range

pH (normed units) 6.0–9.5

Dissolved oxygen (mg/L) 5.0–15.0

Temperature (◦C) 22–30

This study proposes a design of a wireless system applicable to the constant
monitoring of shrimp habitat, resulting in a prototype that allows demonstrating
the functional management and the benefits of monitoring the parameters in a
pond.

2 Problem Statement

The shrimp producer is responsible for extensive areas of land that are used for
the creation of the ponds where shrimp are grown and harvested. For this reason,
the personnel in charge of the collection of water samples travel great distances
to obtain the necessary data for the analysis. This influences the efficiency of
the periodic and simultaneous monitoring of the development of this kind of
shellfish. Additionally, the physico-chemical parameters manually collected are
exposed to human mistakes, which can lead to erroneous results. This process,
added to the manual handling of pumps and motors that oxygenate and control
the water level, can generate serious consequences in the yield of the shrimp
production.

Posing an ideal scenario, only shrimp farms with sufficient economic capacity
can use vehicles and hire the necessary personnel to cover pond monitoring on a
regular basis. Also, the same employees should cover preventive and corrective
maintenance. However, this does not occur in practice. As a result of the above-
mentioned deficiencies, shrimp gets stressed out which causes lack of hunger,
disease, death and therefore a decrease in total production. The direct cause of
this problem is normally poor conditions in the ponds which can be caused by
one of the following:

– Poor preventive maintenance.
– Lack of constant control of each parameter.
– Delayed corrective maintenance.
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3 Background

The integration of mobile devices, the Internet, and wireless connectivity offer
mobility that provides an opportunity for entities in general to extend their infor-
mation and services. Proper planning can increase productivity, reduce operating
costs and increase customer satisfaction. “Wireless LANs offer many advantages
over conventional Ethernet LANs (wired networks), such as mobility, flexibility,
scalability, speed, simplicity and reduced installation costs” [6].

In the aquaculture sector, there are different technological solutions at all
levels of production. The company Apracom S.A. is a solution provider for the
aquaculture industry located in Guayas, Ecuador. One of their star products
is an automatic feeding system for shrimp using AQ1 system. This system, by
means of sensors, detects the presence of shrimp and feeds them automatically.
These feeding cycles are sent to a web service which stores them in a database.
All this connectivity is done with a wireless infrastructure.

The technical manager of the company affirms that “the problems regarding
distance and time in covering all the shrimp farm has always been an overlooked
issue” [7]. From the beginning of AQ1 System operations in Ecuador, aquaculture
sector has overcome resistance related to implementing wireless technology to
production processes. The manager also says “the use of wireless technology
applied to a monitoring system is a real advantage, using the resources efficiently
and optimizing response times in adverse situations” [7].

4 Technological Solution

When samples of physico-chemical parameters are obtained manually, the devel-
opment of shrimps is affected by dispersed values. For this reason, the optimal
conditions where the shrimp is fully developed have been evaluated and proto-
typed so it will allow the biologists or personnel in charge to carry out constant
monitoring to reduce the mortality rate of the shrimp is proposed [8].

The design of this prototype is build upon an Arduino-Uno module with
three sensors, one for each parameter. In this study, the following aspects have
been considered: dissolved oxygen, pH, and temperature. In addition, a wire-
less component is integrated into the system. The wireless component allow all
communication between sensors and the web application. Finally, the measured
values of the three parameters are captured, transmitted and processed [9].

4.1 Monitoring System Proposal

The prototype is structured by several modules with different technologies and
for this reason, the modules have been developed independently, these are: scan-
ning, processing, storage, and accessing module. The modules are communicated
between one another through a compound wired - wireless local network. In Fig. 1
the indicated structure is presented.
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Fig. 1. Structure of the monitoring system

Fig. 2. Diagram of the physical location of the monitoring system

Physical Location of Modules. Scanning module, which is represented by
an antenna in Fig. 2, is in each pool to monitor water quality. A closer sight of it
is shown in Fig. 3 where the sensor of the scanning module must be submerged
in the water to do an effective data collection. The process and storage modules
according to the company policies and resources must be housed a single team
or a dedicated team for each module. Regardless of the case, it is located with
the access point to the local network, all in the same physical space. The access
module does not have a fixed location. It provides mobility for the user since it
is an application hosted on a mobile device with access to the local network via
wireless. The only condition is that it is located within the coverage area of the
access point to the local network.

4.2 Functionality of Modules

– Scanning module - This module is made up of Arduino Uno module inte-
grated with an oxygen sensor, a temperature sensor, a pH sensor and a radio
transmission card. Its function is to record information obtained from sensors
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Fig. 3. Physical location of the scanning module

when they are in contact with water in the ponds. This data will be trans-
mitted through the wireless network to the next module named processing
module.

– Processing module - Local web service processes data as follows: it waits
for the POST request to obtain the Arduino-UNO module frame, then it
defrags the frame to extract the information from the measurements of the
parameters. After this, it has to send it to next module, storage module.
Process module also has more functions, which are to query data registered,
useful for “access module”, and to validate login page for applications.

– Storage module - Properly, it is the database where information obtained
from scanning module will be stored, as well as date and time of each record,
in order to obtain a history of measurements, and to generate reports.

– Access Module - It consists of two applications, a mobile and a web applica-
tion that allow users to consult current values of three parameters: dissolved
oxygen, hydrogen potential, and temperature. Data is obtained from process-
ing module and is updated automatically. To gain access to this module it is
required username and password. Those are validated by processing module,
then the application makes a query to the service which shows measurements
of the parameters. This process is repeated every period of time automatically
in order to present updated values. When measured values are beyond tol-
erable limits, application issues a notification alerting user about it a proper
decisions can be made.

This design is focused on scanning module which is built on an Arduino
Uno board that has some advantages such as its low cost and its configurable
feature because is open-source based. Arduino Uno is responsible for containing
and executing instructions that allow reading of physico-chemical parameters
obtained by sensors. In addition, it converts information into a single frame that
is sent to processing module through ESP8266 WiFi module.

ESP8266 is a WiFi module configured through AT commands by implement-
ing a serial to USB adapter (see Fig. 4), allowing a direct configuration with the
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AT commands or with Arduino. In both cases, configuration is valid to have
access to local network.

Fig. 4. Serial connection with USB adapter

Figure 5 shows connection between ESP8266 module and Arduino UNO mod-
ule. These steps are required to configure it:

1. To enable connection with local network - ESP8266 module is reset, SSID
and password are sent as response to connection request and then connection
is confirmed.

2. To enable reception of registered values - IP address and port of protocol
(TCP/UDP) type to be used are configured, then a request in HTTP protocol
format is built, in which request type (GET/POST), service location in server
that attends the request, IP address of the server and frame that has values
of parameters are contained.

This process is repeated constantly in order to keep service up-to-date with
changes in physico-chemical parameters of the pond.

Fig. 5. Connection of ESP8266 module to Arduino UNO module
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Connection Between ESP8266 Module and Arduino UNO Module.
The variable “esp”, which represents a serial connection, is initialized. It is
declared as follows:

So f twa r eS e r i a l esp (3 , 2 ) ;

The values three and two represent the data reception and transmission pins
of the Arduino UNO board respectively. These are connected to the module
ESP8266. Then the number of bauds to transmit between Arduino UNO and
module ESP8266 is indicated.

void setup ( )
{
esp . begin (115200 ) ;
}

After that, the module is reset.

esp . p r i n t l n (”AT+RST” ) ;

Then, SSID and password of WiFi is sent:

esp . p r i n t l n (”AT + CWJAP=\”” + s s i d +”\” ,\”” + password +
”\””) ;

The route is started by configuring type of transport protocol, the server’s
IP address and the port to establish the connection.

esp . p r i n t l n (”AT + CIPSTART = \”TCP\” ,\”” + se rv e r + ”\” ,80” ) ;

The structure of the POST request is formed by the server path to which
the request is going to be sent (url), the IP address of the server (server), the
length of the frame (data.length) and the content of the frame (data).

S t r ing postRequest =
”POST ” + ur i + ” HTTP/1.0\ r \n” +
”Host : ” + s e rv e r + ”\ r \n” +
”Accept : ∗” + ”/” + ”∗\ r \n” +
”Content−Length : ” + data . l ength ( ) + ”\ r \n” +
”Content−Type : app l i c a t i o n /x−www−form−ur lencoded \ r \n” +
”\ r \n” + data ;

The request is sent with the corresponding AT command.

esp . p r i n t (”AT + CIPSEND = ” ) ;
esp . p r i n t l n ( postRequest . l ength ( ) ) ;

Finally, it is validated with an answer, then the route is closed.

esp . p r i n t l n (”AT + CIPCLOSE” ) ;
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User Interfaces. To expose integral accessibility by applying wireless technol-
ogy, two applications were developed to provide access to information provided
by senders, these are stored in a database. Both applications have an user-
friendly interface that makes it easier to operate and intuitive.

Web Application. Web application is part of Access and Process Module, it is
composed of two sections: operation and presentation. Next, a brief description:

Fig. 6. Main screenshot of the web application (Color figure online)

Operation. It includes functions that allow storage of information from sensors
in Arduino to database. This module is transparent to user.

Presentation. From this module, stored information in database is presented
and it has two screens that can be viewed from a browser.

The main screenshot (see Fig. 6) shows last record of three parameters
obtained from database with assigned concepts and ranges. At the bottom of
the screen-shot is a defined color palette which determines state of parameter
indicating if it is optimum with blue color, regular with yellow color or not
tolerable with red color.

Figure 7 shows history screenshot with tables of each parameter with a finite
number of samples obtained from actual day, this allows us to know variation of
parameters over a day.

Mobile App. The mobile application is part of the access module, it can be
accessed from a Smartphone with an Android operating system, it was developed
with the intention of having access from any point within the coverage area of the
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Fig. 7. Parameter history screenshot

wireless network. Facilitating this way, the mobility of the user, at the same time
allowing the monitoring of the quality of the water and alerting with notifications
when the parameters are out-side the tolerated values. This application has two
screens: The initial screen prevents the access of users not registered by the
administrator, you need to sign in with an authorized user and password, see
Fig. 8.

Fig. 8. Login screen in the mobile application

The Fig. 9 displays the last record of the three parameters obtained from the
data-base. It has an “UPDATE” button that clears the text boxes corresponding
to the values of the three parameters and has the last value obtained by the
scanning module.
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Fig. 9. Parameter display screen

Database. For the operation of the prototype, the monitoring system requires
a database that stores the values of each of the parameters into a single record,
adding the date and time. For the identification of each scanning module, it also
has a field that keeps a unique code for each module (Fig. 10).

Fig. 10. Database administration interface

5 Conclusions and Recommendations

5.1 Conclusions

The most relevant parameters for the right development of shrimp in shrimp
farms depend on parameters such as dissolved oxygen, pH and temperature. For
this reason, these parameters are being considered for the analysis and design
of the prototype. The measurement of the parameters is given qualitatively in
real time allowing to the employee access from any location that is within the
radius of coverage. The system recognizes when it is necessary to manipulate the
physico-chemical parameters to reduce the reduction of shrimp production.
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Finally, it is concluded that integrating the reading of several sensors in a
module and the fact that their connectivity is wireless, greatly serve the need of
reducing costs. Also, accessing the information live is allowed through the same
local network by connecting a mobile device to the Access point minimizing
response times outright.

5.2 Recommendations

Three parameters studied to measure water quality index of shrimp farms are
not the only relevant measures to be collected. It is recommended to adapt
additional sensors for more detailed implementation cases. In case of the number
of parameters exceeds capacity of Arduino UNO, it must be replaced by an
Arduino with more capacity, such as; Arduino MEGA.

Because power lines do not reach all pools, it is likely that the system can
not be installed in all of them because there is no access to a power source.
Considering the scanning module is of low consumption, it is recommended the
analysis and design of the adaptation of a self-sustaining system with solar panels
as a power source and batteries for the night feeding.

It is recommended to analyze the acquisition of more powerful wireless
devices so that mobility is not limited by radius of coverage of the devices.
Since the scanning module is a static device, it is suggested to use directional
antennas pointed to the access point to cover greater distances.
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Abstract. In recent years, there has been a substantial technological
improvement in industrial control rooms that monitor manufacturing processes.
Real-time systems for monitoring in traditional production are static since they
are handled from an office. For this reason it is very important to develop a
mobile application that allows capturing and visualizing information in different
company areas in a dynamic way. The objective of this research is to develop an
industrial software module based on the Andon System oriented to footwear
industry that consists of an Android mobile application that consumes the
information managed in the planning and production programming modules.
The module has a website that monitors in real time the status of the industrial
facility and the progress of scheduling based on lean manufacturing techniques
for notification, emission and visualization of unscheduling stoppages presented
during production. The experimental results show that the module is adaptable
in the production processes, delivering timely notifications and projecting an
efficiency of 95% in the production process after 38 successful experiments.

Keywords: Alerts � Android � Web � Andon � Real-time � Footwear �
Enterprise

1 Introduction

Large, small and medium industries have been evolving towards a systematic change in
their manufacturing management trying to find successful methods for excellent pro-
duction planning and control [1].

The footwear industry is expanding rapidly; according to the Global Footwear
Market Analysis published by Global Footwear Market 2017–2021, the total revenues of
the global footwear market in the past two years were 258.5 billion dollars which
represented an annual compound growth rate of 4.4% between 2012 and 2016. The value
in footwear production is expected to increase in the coming years [2]. Most companies
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that are in the manufacturing sector face systematic problems in the production processes
and to solve it there are certain tools derived from leanmanufacturing. Among these tools
is the Andon system, although something simple, it is a system that deep inside has a
great benefit: building a higher product quality in the processes or operations in which
there are critical points, thus being a necessary tool for any company that has a con-
tinuous production line so that this increases its productivity and quality, and can grow in
the industry [3]. In addition, it seeks to implement a successful and lasting improvement
process. Over time, many industries have identified and documented the best operational
practices to meet their specific production objectives. Production scheduling has become
a challenge [4].

The key to the success or failure of a manufacturing company depends on good
planning and the use of production systems such as Lean Manufacturing (LM). This
methodology presents its tool called Andon, which allows to show notifications or
alerts about abnormal events in production in real time [1]. With this, the industries are
able to quickly and efficiently manage the interruptions generated, thereby optimizing
resources and reducing downtime [5].

Companies, in general, expect that their productive operation is in accordance with
the planned avoiding waste in processes. In this way, the implementation of the logic of
the Andon System which is a visual management tool used in the Toyota Production
System has great importance to obtain competitive advantages in the management of
supply chain [6]. In relation to mobile web applications that today are one of the best
forms of social interaction, and is expected to grow significantly year after year by
doubling the number of users and their time spent on them [7], the adoption of
smartphones continues spreading across society since most people in the world have a
smartphone [8]. People depend more and more on their mobile phones to send and
receive messages, notifications and alerts in real time [9]. In this context, making use of
computer tools allows agile decision-making and calculations to optimize resources
and improve processes. This work develops an Industrial Module that consists of 2
parts: first, the development of a mobile application for devices with Android operating
system that aims at using the characteristics of the Andon System focused on the use of
lean manufacturing techniques for the notification, emission and visualization of
information, all this for the operational optimization in the production of footwear
industries; the second part is to develop a web application that allows to visualize and
process the information stored by the mobile application – this process is done in real
time. In addition to this, experimentation is formalized and, using learning curves, the
developed module is validated. The main objective of this research is to optimize
production systems, minimizing waste and damage; these logistical improvements will
provide better productivity. In this way it is possible to solve the problem of delay in
production processes due to the lack of timely alerts.

The article is organized as follows: Sect. 2 presents the Contextualization and
literature review for this research, Sect. 3 presents the case study on which the research
is developed, while the information on the industrial module is presented in Sect. 4,
Sect. 5 mentions real-time communication, integration with Enterprise Resource
Planning (ERP) is shown in Sect. 6, the experimental results are presented in Sect. 7
and, finally, the conclusions are detailed in Sect. 8.

44 J. Reyes et al.



2 Contextualization and Literature Review

Mobile devices have revolutionized the entire world; part of this important global trend
has involved changing the way people communicate with each other [7]. One of the
elements of this change has been real-time applications that are commonly used to
monitor and control the dynamics of underlying physical processes in many applica-
tions. Their objective is to improve the performance, reliability and security of appli-
cations [10] since this type of applications are widely used by companies to show how
their processes are performed and optimized; real-time applications improve the pro-
cesses of enabled systems with Graphics Processing Unit (GPU) [11].

In the same way, footwear industries have been improving their processes using
computer systems such as alert systems, which in most cases are limited to being static
desktop systems that cause not timely alerts in the processes of the footwear industries.
Andon is a system used to alert problems in production processes, these alerts are made
using color codes. For example, yellow is used in production failures; quality in blue;
materials in green and maintenance in red [12]. There are few industries and companies
that use Andon systems and there are currently few reports of use of Andon Systems,
based on mobile platforms. The search for articles on this topic has proved unsuc-
cessful, but a broader search helped to find cases of the use of Andon Systems in
companies. The famous Toyota car company applies the successful mechanism
(Andon-Cord) to software development process along the entire production line of
vehicles [13]. In the assembly line, the product passes from one worker to another, so
all the processes will be carried out sequentially. Through the experiments carried out
by Toyota, a 90% decrease in waste is obtained and a saving of $474,149.76, in an
optimistic scenario [14]. That’s why the Andon-Cord mechanism is so successful at
Toyota. In Ecuador, a study that refers to the importance of the implementation of the
Andon System in a vehicle assembly company was carried out, with the objective of
collaborating with one of three fundamental concepts of Kaizen, which is the mitiga-
tion and elimination of waste [14]. An Andon wireless system based on Zigbee has also
been made. This system performs the wireless transmission of Andon’s information on
special construction lines and has some functions that include production monitoring,
wireless calls and statistics reporting [15]. ZigBee’s radio frequency technology is
adopted by the system to perform wireless communication. The implementation of this
system allows to provide valuable data on production losses in each process within the
assembly line separately, and to calculate key performance indicators of these areas and
as a whole [14].

Finally, to validate that the developed module facilitates the production processes in
the footwear industries, a learning curve is used, which is a line that shows the rela-
tionship between the production time of a unit and the accumulated number of units
produced. The theory of the learning curve has multiple applications in the business
world; in the case of manufacturing, it calculates the time it takes to design and produce
a product [16].
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3 Case Study

This research is a complement of a research project that develops an ERP called
Footwear Advanced Planning and Scheduling System (FAPS), this system is a com-
plete and complex software architecture with different web technologies [4] and it is
improved by adding the module of this paper.

Production planning of the system (FAPS) is based on products, with the operation
model called “make to order” and during the production day a mix of products is
manufacturing for the variety of models that are offered to the market. The industrial
module developed in this research integrates information on manufacturing and failures
from all processes in real time to generate indicators that allow taking corrective
decisions. The wireless connection interface offers flexibility for the mobility of
Android devices throughout the entire industrial installation. The web system is in the
information boards, and it allows to visualize the alerts of failures and advance planning
to all staff to accelerate the cycle time and meet the set objectives, in working day.

The footwear production process has three main macro processes: die-cutting,
sewing and assembly. In the cutting process, a specific material is cut by a sharp steel
die, which gives shape to it; the sewing process deals with the task of joining the cuts or
pieces obtained in the punching process and, finally, the assembly process prepares the
cut and adjusts it to a last shape of shoe [12].

Shoe manufacturing industries usually exhibit repetitive processes in manufactur-
ing. The work cycle is based on a batch production method, which applies the sepa-
ration of operations for the completion of the final product. The processes for footwear
manufacturing within the industrial environment meet the requirements for the
implementation and development of the industrial module.

3.1 Development Considerations

First, the main processes that lead the manufacture of footwear are defined: Die-cutting,
Fitting and Assembly. Next, it is determined that the fitting process is the one that
generates a delay in production. The defects and abnormalities that have arisen prior to
the application of the tool are low quality products, machine failures, defective
materials and delays due to machinery maintenance.

When identifying possible abnormalities in the production process it is essential to
determine a color code for each of them in order to optimize the response times of the
recognition of these abnormalities. Otherwise, an efficiency of the time required will
not be achieved and it will be possible to see unscheduling stoppages in the production.
Table 1 shows the color code, depending on the process.

Table 1. Code color per process.

Process Color code

Quality Blue
Materials Green
Maintenance Red
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After having selected the critical processes with their respective color codes, the
industrial module developed to perform the pilot tests is implemented whose aims is
measuring response times for abnormal situations within a working day.

The experiment was carried out in a footwear company belonging to the National
Chamber of Footwear of Tungurahua (CALTU) in Ecuador, using as parameters in
quantity: 6 units of footwear per size; in sizes 39, 40, 41, shoe type is industrial safety
and; these experiments were carried out on different days with different times, with the
objective of determining the production efficiency of this footwear company – this is
detailed in the Test and Results chapter.

4 Industrial Module

The general scheme of the industrial module developed in this research consists of a
web application and a mobile application for Android platforms (see Fig. 1). The web
application and the mobile application use a web server and a database server. In the
web server, the corresponding web services are published for information management
and, in the database server, this information is stored. The mobile application collects
the information in real time while the web application displays this information: if a
strange error occurs, an alert occurs.

Fig. 1. General scheme – industrial module
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The database server contains the information of the scheduling shoe production
orders, which will be sent through the web services to a mobile application for the
corresponding notification of a new pair or a fault found during the production process
within a working day. The web system shows in real time the status of the production
and their efficiency, in addition to the possible failures issued by the mobile application
for immediate solution. After this, it is necessary to define the functionality of the
industrial module; the following tables (Tables 2 and 3) detail the functionality of the
mobile system and the web system.

5 Real Time Communication

According to the real demands, the system requires a reliable network, therefore, we
opted for a wireless network, which uses the Protocol Address Resolution Protocol
(ARP) for sending information. It is collected by mobile devices and sent to the server,

Table 2. Mobile system functionality

Specification Description

Name Production management and alerts
Actors Worker
Pre-conditions Both user and mobile device information must be stored on the database
Normal flow The system requires a username and password

The system validates the information
The system verifies the user’s permissions
The system enables the production monitoring and alert management module

Alternative
flow

The user have not the necessary permissions to access the functions of the
mobile application or there are no planned orders for their current permissions

Future
conditions

The system sends the production status to the database server

Table 3. Web system functionality

Specification Description

Name Production and alerts monitoring
Actors Manager
Pre-conditions User information must be stored on the database and production orders must

be previously planned for the current day and shift
Normal flow The system requires a username and password

The system validates the information
The system verifies the user’s permissions
The user selects the process and the production line to be monitored

Alternative
flow

There are no planned orders with the parameters previously selected to be
monitored

Future
conditions

When the user finds a problem or a failure in the production process, it must
be solved
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thus generating alerts in the shoe production process. The ARP protocol plays an
important role among communication protocols related to Transmission Control
Protocol/Internet Protocol (TCP/IP). The communication is done on an own network
with an own router, which guarantees that there is no loss of data.

Its main objective is to know the physical address Media Access Control (MAC) of
a network interface card corresponding to an IP address. That’s where his name comes
from: Address resolution protocol [17] (see Fig. 2). Each device connected to a net-
work has a 48-bit number (6 hexadecimal blocks of 8 bits each) that identifies it. This
address is unique for each device. The first 24 bits identify the manufacturer and the
last 24 are those of the equipment. It is said equipment because it can be a computer,
tablet, smartphone, arduino, raspberry, etc. Internet communication does not directly
use this address (MAC), but uses IP addresses, i.e., there must be a relationship
between physical and logical addresses. The following figure shows how communi-
cation is performed.

6 Module Integration with Enterprise Resource Planning
(ERP)

Figure 3 presents the architecture of the ERP called FAPS, reflecting the internal
modules such as: planning and programming (customers, orders and products), process
management and the module corresponding to manufacturing management/notification
(Andon) which is the one mentioned in this article. To integrate these modules, the
design is complemented with a database in charge of storing all the information that is
generated in the FAPS System. The storage and management of data is done with the
Database Management System (SGBD) PostgreSQL 9.5 [18], on a Windows server
platform. For the design of the Relationship Entity Model (MER), static and dynamic
data useful for the execution of the application were contemplated.

Fig. 2. Communication through ARP protocol
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FAPS is responsible for the management and planning of shoe production orders.
Within the planning module the production order is distributed in number of days and
shifts depending on the workload. The Andon module reflects the planned production
in a working day for its proper notification of peers, in addition to the management of
alerts in time, in terms of failures or problems encountered in the shoe production
process. Through the information generated by the computer systems working together,
reports of the efficiency produced in the execution of planned production orders are
obtained.

7 Test and Results

The industrial module has two complementary modules: the first is dedicated to the
production notification while the second focuses on monitoring unplanned machine
shutdowns that occur during the workday. From the notification module, the planned
order will be displayed next to its different models and sizes, the operator must select
the model and the size to be produced using a button to add each produced pair (see
Fig. 4).

Fig. 3. FAPS architecture
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In the unplanned tracking module, 4 buttons are shown, which are assigned to the
different types of abnormalities that may occur during the production process, which
are: Production, Materials, Maintenance and Quality.

When issuing an alert internally, a timer is started until the person in charge of
resolving the abnormalities within the production arrives at the workstation where the
alert was issued by measuring the average reaction time, another counter is started to
record the time means to repair that ends the moment the manager finishes making the
corrections or maintenance to the machinery or raw material; this will depend on the
alert that is issued.

The compliance review on production is done through a complementary screen of
the Module (see Fig. 5), which indicates the number of pairs produced with respect to
the planned quantity; in addition the screen allows to visualize the warnings for faults
that are generated during the shift becoming an important tool for both supervisors and
plant managers.

After doing the experiments in a footwear factory, the module generates a series of
reports showing the date, the start and end time of the order and the efficiency based on
the time the process took; the expected time it is shown in Table 4 and the real times in
Table 5.

With the data of experimentation, the efficiency of each of the processes was
calculated. Efficiency is a ratio between the actual production of a process and a given
parameter [16]. These data are shown in Table 6.

Fig. 4. Notification screen
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Fig. 5. Visualization screen

Table 4. Estimated times

Date Expected time
Die-cutting (H)

Expected time
Fitting (H)

Expected time
Assembly (H)

11/11/2017 1.41 1.6 1.05
25/11/2017 1.41 1.61 1.05
02/12/2017 1.41 1.61 1.05
09/12/2017 1.41 1.61 1.05
16/12/2017 1.41 1.61 1.05

Table 5. Real times

Date Expected time
Die-cutting (H)

Expected time
Fitting (H)

Expected time
Assembly (H)

11/11/2017 1.80 2.10 1.75
25/11/2017 1.78 2.47 1.49
02/12/2017 1.92 2.68 1.30
09/12/2017 1.72 2.07 1.41
16/12/2017 1.82 2.13 1.11
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To validate the module, the number of procedures necessary for efficient production
has been determined. Learning curves are used, taking the actual times and estimates of
die-cutting, fitting, and assembly. The calculation of the learning curve is made with
Eq. (1), where Ym is the search time of the system, k is the time of the first experiment,
x is the number of experiments and n is the logarithm of the percentage of learning that
is obtained with Eq. (2), where b is the percentage of learning.

Ym ¼ kxn ð1Þ

N ¼ log b=log ð2Þ

After the analysis, the number of necessary experiments is generated Table 7:

Learning is the improvement resulting from people repeating a process and
acquiring skill or efficiency based on their own experience. The analyses indicate that it
takes about 38 experiments to achieve a 95% learning that is the average in this area of
production [16], which would represent the company manufacturing 684 pairs.

The data was analysed in Matlab, version R2015a (8.5.0.197613), which is a high-
performance technical calculation software for numerical calculation and visualization
[19], this software generated the general learning curve of the process (see Fig. 6).

Table 6. Production process efficiency

Die-cutting
efficiency (%)

Fitting
efficiency (%)

Assembly
efficiency (%)

Average
efficiency (%)

78.33 76.19 60.00 71.51
79.24 65.12 70.36 71.57
73.54 60.15 80.76 71.48
81.96 77.89 74.44 78.10
77.50 75.63 94.19 82.44

Table 7. Learning curve – analysis results

Required
experiments
Die-cutting

Required
experiments
Fitting

Required
experiments
Assembly

Required
experiments
total

27.11 39.44 53.72 37.60
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8 Conclusions

The implementation of the industrial computer control and monitoring module based
on the Andon control system optimizes the performance of processes in shoe pro-
duction environments since it minimizes response times to failures produced during the
working day and allows to maintain a real-time control of the production process,
allowing the timely detection of problems or inconveniences. Shorten downtime due to
an immediate reaction giving solution to the problems that arise.

Real-time communication using the ARP protocol allows the company’s employees
to interact repeatedly with their physical working environment, by generating timely
alerts, allowing immediate responses to failures generated in production.

Through the learning curve, the industrial module was validated, identifying that 38
production experiments will be necessary to obtain an efficiency of 95% and without
losses in production, thus allowing footwear industries to optimize their processes and
resources through timely alerts.

Acknowledgment. The authors thank the National Footwear Chamber of Ecuador and Tech-
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within the framework of the research project called “Operational optimization based on a lean
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Fig. 6. Matlab generated learning curve
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Abstract. This research is oriented toward the development of a trajectory
compression algorithm for global positioning systems. In order to increase the
compression ratio of the data, an algorithm is developed based on the algorithm
of compression of GPS trajectories Top Down - Time Ratio. The algorithm is
composed of a filter for noise reduction and makes use of semantic information
to accept or discard relevant points of the trajectory. The experiments of the
algorithm were carried out using three trajectory datasets: Mobile Century Data,
Geolife Trajectories and T-Drive Data, increasing the compression ratio of the
data, which leads to improvements in efficiency. With the results obtained,
statistical tests were performed that allowed us to compare the results, compare
it with other trajectory compression algorithms and validate the investigation.

Keywords: Compression � GPS data analysis � GPS data simplification

1 Introduction

Data compression process consists on taking a sequence of symbols and transforming
them into codes, if the compression is effective, the resulting sequence of codes will be
smaller than the original symbols [1]. This process should preserve the statistical
purposes and other characteristics of the data while reducing the size [2]. The
preservation of data properties and reduction levels depends on the compression
algorithm used.

Compression algorithms can be classified into two categories, lossless compression
algorithms and lossy compression algorithms. Lossless compression algorithms per-
form a more accurate reconstruction of the original data without loss of information. In
contrast, lossy compression algorithms are inaccurate compared to the original data [3].

A GPS trajectory is represented as a discrete sequence of geographic coordinate
points [4]. There are currently active research areas related to GPS trajectories. Among
them is the GPS trajectory preprocessing area which studies the techniques and
algorithms of trajectory compression. This algorithm remove some sub-traces of the
original trajectory [5]; reducing data storage space and data transfer time.

Reducing the data size of a GPS trajectory makes it easier to speed up the infor-
mation extraction process [6]. There are several methods of trajectory compression that
are suitable for different types of data and produce different results, but they all have the
same principle in common: compress the data by eliminating redundancy of the data in
the source file [7–9].
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The bibliography describes a set of algorithms for the compression or simplification
of GPS trajectories and their limitations [10–13] among which are highlighted:

• Douglas-Peucker: Does not compress data in real time.
• Visvalingam: The error rate and processing time are high.
• TD-TR: The error rate of the algorithm is high and does not compress data in real

time.
• Opening Window: Its main disadvantage is the frequent removal or distortion of

important points such as sharp angles. A secondary limitation is that straight lines
are still overrepresented. For its correct functioning requires high hardware
performance.

• ST-Trace: The processing time is considerable and requires speed information to
characterize the trace.

• None of the algorithms consider the noise present in the trajectory data, which
reduces the possibility of eliminating noisy points and improving the process of
simplifying points.

• Only Squish and Dots algorithms perform a rigorous analysis of the GPS trajectory
decoding procedure, but do not consider the analysis of trajectory noise.

• Douglas Peucker, Visvalingam and Opening Window algorithms only perform
spatial analysis of the data. This eliminate temporary information that provides
important data for better compression rates.

• The Visvalingam compression algorithm eliminates or distorts points, such as sharp
angles, so the resulting trajectory may lack of important points to reconstruct a
route.

• None of the algorithms consider the semantic information of the trajectory, wasting
the opportunity to make an analysis that allows to discard more points of little
meaning from the original trajectory.

This article describes an enhanced algorithm for GPS trajectory compression. In the
previous works section, an analysis of the GPS trajectory compression algorithms is
done. The GPS trajectory compression algorithm section describes the algorithm
developed in this research. In the analysis of the results section the results obtained are
shown. In the section on conclusions and future work, the main conclusion and the
future work is presented.

2 Background Work

In this section, the algorithms described in the literature are analyzed in order to
determine the main elements involved in the compression of GPS trajectory data. As
part of the analysis, a review of different behaviors and conditions affecting GPS
trajectory compression was conducted using various algorithms proposed in the liter-
ature. Table 1 shows the results of previous review.
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2.1 Line Compression Algorithm

This algorithm, also known as line generalization or Lang’s algorithm [14–16], works
on the basis of the analysis of three points at the same time. The first three points are
chosen and a line is drawn between the first and third points. If the distance between the
line and the second point is greater than the defined tolerance, the second point is
selected to analyze from the second point to the fourth point. If the distance is smaller
than the tolerance, the second point is eliminated and the process is repeated from the
third point to the fifth point and so on with the rest of the coordinates.

For the calculation of the given straight line, the formula 1 is used:

x� x1ð Þ= x2 � x1ð Þ ¼ y� y1ð Þ= y2 � y1ð Þ ð1Þ

For the calculation of the distance between a line and a point the formula 2 is used:

A � xpþB � ypþCj jA2þB2 ð2Þ

2.2 Douglas-Peucker GPS Trajectory Compression Algorithm

Douglas-Peucker (DP) is a GPS trajectory compression algorithm based on the top-
down method for data analysis. It is used to remove a series of line segments from a
curve, which reduces the amount of data present in a GPS trajectory [17]. It’s a line
generalization algorithm. Recursively select points from the original series of GPS
trajectory points [18–21].

Table 1. Behavior and conditions that affect GPS trajectory compression

Article Year Compression behavior Conditions affecting
the compression ratio

A new perspective on
trajectory compression
techniques

2003 Improved compression ratio
by measuring error distances
between synchronized
positions

Type of trip
(unidirectional,
multidirectional), type
of transport (taxi, bus)

Compressing
trajectories using inter-
frame coding

2010 The experimental
compression ratio with
uninterrupted trajectories is
similar to the theoretical
compression ratio

Short trajectories,
uninterrupted
trajectories

A trajectory
compression algorithm
based on non-uniform
quantization

2015 Improves compression rate
when processing data from
large-scale trajectories in a
geographic context

Geographical context
(road networks or
routes), cars, planes,
ships

Improvement of OPW-
TR algorithm for
compressing GPS
trajectory data

2017 Improves compression rate
while decreasing data loss

The shape of the
trajectory does not
consider temporal
information
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Douglas-Peucker implements a divide and conquer strategy and is computed in four
steps [22, 23]:

– The first and last node of a polygonal string are taken as the end points of a line.
– For all intermediate points, the shortest distance to this line is determined. If it is

greater than any distance, the polygonal chain is separated by the point with the
greatest distance, forming two new segments.

– The new segments formed are analyzed using the same procedure.
– The algorithm ends when it does not exceed any point line distance.

The computational complexity of the algorithm in the worst case is O(n2), where n
is the number of original points. The computational complexity of the algorithm in the
worst case can be improved to O n lognð Þ using an approach involving convex hulls [6].

2.3 Top Down Time Ratio Line Simplification Algorithm

This algorithm is a modification of the Douglas-Peucker algorithm where the time
variable is added. To do this, the coordinates of the point P 0

i in time are calculated
using the ratio of two time intervals.

De ¼ te � ts ð3Þ

The difference between the time of the point to be analyzed and the time of the
starting point is calculated using the formula 4:

Di ¼ ti � ts ð4Þ

To obtain the coordinates of P 0
i , formulas 5 and 6 are applied:

x 0
i ¼ xs þ Di

De
xe � xsð Þ ð5Þ

y 0
i ¼ ys þ Di

De
ye � ysð Þ ð6Þ

After obtaining the coordinates, the synchronous Euclidean distance between P 0
i

and Pi, is calculated. If the distance is greater than the tolerance, this reference point is
taken and the calculation of the intervals is performed again. The computational
complexity in the worst case is O n2ð Þ. O n lognð Þ implementation enhancement for
Douglas-Peucker that takes advantage of geometric properties cannot be applied to
TD-TR [24].

2.4 Visvalingam-Whyatt Algorithm

The Visvalingam-Whyatt algorithm use the concept of effective area, which is defined
as the area of the triangle formed by a point and its two neighbors. The algorithm takes
a poly-line P as the sequence of points, and the spatial displacement error is defined by
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the user. For each set of three consecutive points a triangle is formed, this being the
effective area. Iteratively, the point that produces the least displacement of the area is
selected to form an approximation. This process stops when the effective area is larger
than e [10, 21].

2.5 Experimental Analysis of the Algorithms

As part of the research process, an experiment was conducted with the analyzed
algorithms. The results can be seen in Table 2.

The experiment consists of running all the algorithms using the same database. The
table shows the results obtained, from which it is decided to use the TD-TR line
simplification algorithm as base for the selection of points in the compression algorithm
proposed in this research.

3 GPS Trajectory Compression Algorithm

In this research, a GPS trajectory compression algorithm called GR-B is proposed. The
algorithm consists in three stages.

1. Noise reduction
2. Line simplification

• Simplification of semantic points
• Point simplification based on TD-TR

3. Data compression

The algorithm has as input the GPS trajectory dataset to be compressed and as
output the compressed GPS trajectory dataset. It starts with the application of an
algorithm based on the noise reduction logic of the Kalman algorithm to eliminate all
points that are considered noise. The output of this step is the input for the point
simplification logic used in the TD-TR algorithm, in which the spatial and temporal
elements of the data are taken into account. To improve the simplification of points in
the TD-TR algorithm, semantic analysis of the trajectory is used.

Once the data has been simplified, compression is carried out using the Brotli
algorithm. The data is divided into three independent vectors to compress each vector,

Table 2. Comparative table of the analyzed algorithms

Algorithms Execution time (seg) Compression ratio (%) Error rate

Douglas-Peucker 50,06 19,00 0,0225
Line simplification algorithm 154,69 99,49 0,0491
Visvalingam 280,99 32,84 0,0333
TD-TR 1512,57 99,60 0,0391
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resulting in three smaller compressed files. As a result of applying these three steps you
have a set of compressed GPS data.

3.1 Noise Reduction Using Kalman’s Algorithm Logic

This algorithm initially builds a model, closely related to the trajectory to be analyzed,
in order to adjust the filter.

Functions 7 and 8 are used to build the model:

Xk ¼ Axk�1 þBuk þWk�1 ð7Þ

Zk ¼ Hxk þVk ð8Þ

The process values are then initialized based on the values of the first latitude and
longitude point of the GPS trajectory. The values are initialized using prediction (9 and
10) and correction (11, 12 and 13) functions [25].

Functions for time update (Prediction):

Xk ¼ Axk�1 þBuk ð9Þ

Pk ¼ APk�1A
t þQ ð10Þ

Measurement update functions (Correction):

Kk ¼ PkH
t HPkH

T þR
� ��1 ð11Þ

Xk ¼ Xk þKk zk � Hxkð Þ ð12Þ

Pk ¼ 1� KkHð ÞPk ð13Þ

Once all the necessary information has been collected and the values have been
initialized, the estimations can be repeated. Each point estimation is based on the
previous point entry. The iterative process of the Kalman filter is decomposed in two
stages: (1) the prediction of the state from the previous state is observed in the for-
mula 9 and 10 and (2) the correction of the prediction using the observation of the
current state is observed in the formulas 11, 12 and 13.

3.2 Trajectory Point Simplification

The simplification stage starts with the drawing of the initial line segment between the
first and last points. Then, using the synchronous Euclidean distance, the distances
from all points to the line segment are calculated, the point furthest from the line
segment (or the maximum distance) is identified and marked. If the distance from the
selected point to the line segment is less than the defined tolerance, all unmarked points
are discarded, otherwise select the marked point for evaluation with the semantic layer
and continue to divide the linear segment with this point. This procedure is executed
recursively.
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If the point is marked, then it is evaluated with the semantic layer to decide whether
or not it can be added to the final simplified trajectory. To evaluate a marked point, the
distance from the maximum circle of the point to all semantic points is calculated using
the function 14

cos dð Þ ¼ ðsin a sin bÞþ ðcos a cos b cos cj jÞ ð14Þ

Where a and b represent latitudes in degrees and c represents the absolute value of
the longitude difference between the respective coordinates. A point is accepted if the
distance to the nearest semantic point is less than the semantic tolerance.

3.3 Lossless Compression

For the compression of the resulting points, the lossless compression algorithm Botli
[26–28] was selected and applied as stated in the literature. The application of this
algorithm makes it possible the reduction of the space needed to store the GPS tra-
jectories. This stage is a second line of data compression by which no data is lost.

Brotli is a compression algorithm announced by Google in September 2015.
Brotli’s decompression is as fast as gzip while significantly improving the compression
ratio. The disadvantage is that compression is slower than gzip. This algorithm com-
presses the data using a sequence of bytes, starting with the first byte on the right side
and proceeding to the left, with the most significant bit of each byte on the left. In this
way, the result can be analyzed from right to left, with elements of fixed width in the
correct order of msb-to-lsb and prefix codes in bit-reversed.

A compressed dataset consists on a header and a series of meta blocks. Each meta
block decompresses to a sequence of 0 to 16,777,216 (16 MB) uncompressed bytes.
The uncompressed final data is the concatenation of the uncompressed sequences of
each meta block. The header contains the size of the slider window that was used
during compression. The decompressor must retain at least the same amount of
uncompressed data before the current position in the stream in order to decompress
what follows. The size of the slider window is a power of two, minus 16, where the
power is in the range of 10 to 24.

Each meta block is compressed using a combination of the LZ77 algorithm and
Huffman coding. The result of Huffman’s coding is called a “prefix code”. The prefix
codes for each meta block are independent of the previous or subsequent meta blocks.
The LZ77 algorithm can use a reference to a duplicate string that occurs in a previous
meta block, up to the size of a sliding window of uncompressed bytes before.

The meta block consists of two parts: a header describing the representation of the
compressed data and the compressed data. Compressed data consists on a series of
commands. Each command consists of two parts: a sequence of literal bytes (of strings
that have not been detected as duplicates within the slider window) and a pointer to a
duplicate string, which is represented as a <length, backward distance> pair. There can
be zero literal bytes in the command. The minimum length of the string to duplicate is
two, but the last command in the meta block is allowed to have only literal and no
pointer to a string to duplicate.
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4 Analysis of the Results

Three experiments are conducted to evaluate the results of the GR-B algorithm. The
first experiment is designed to measure the amount of disk space occupied by the data
compressed with the proposed algorithm. The second experiment is designed to vali-
date the compression ratio and the error rate of the TD-TR algorithm and the algorithm
developed until the simplification stage. The third experiment is designed to evaluate
the compression ratio of the developed algorithm compared to other algorithms pro-
posed in the literature. In the first experiment a random trajectory called the X tra-
jectory is selected and the GR-B algorithm is applied to compress the GPS trajectory
points. The result of the experiment is the number of points, the disk space occupied by
the compressed trajectory and the compression rate. The original X trajectory is formed
by a total of 7591 vehicle GPS trajectory points and takes up 776 kb of disk space
initially. After applying the GR-B algorithm the number of end points of the trajectory
is 11, occupying 1.18 kb of disk space with a compression rate of 99.86%. After the
experiment it was possible to verify that it is possible to reconstruct the trajectory using
only the points resulting from the compression process.

The second experiment is designed to evaluate the compression ratio and the error
rate. For this purpose, the TD-TR algorithm and the developed algorithm until the
simplification stage are executed. This experiment is intended to check whether the
parameters are significantly improved with respect to the TD-TR algorithm. It is
defined as a null hypothesis (Ho) for experiment 1 that ‘sample groups conform to a
normal distribution’. Seven observations from the California database were selected for
the execution of the experiment with the following characteristics:

• Observation 1: Forty-five trajectories, each one containing between 550 and 1200
points.

• Observation 2: Forty-two trajectories, each one containing between 650 and 1200
points.

• Observation 3: Forty-two trajectories, each one containing between 750 and 1200
points.

• Observation 4: Forty-two trajectories, each one containing between 1000 and 3000
points.

• Observation 5: Two hundred and forty-four trajectories, each one containing
between 2000 and 4000 points.

• Observation 6: Forty-two trajectories, each one containing between 2000 and 4000
points.

• Observation 7: Thirty-nine trajectories, each one containing between 4000 and 9000
points.

Table 3 shows the results obtained from the experiments, which are statistically
processed using Shapiro-Wilk’s test to check the assumption of normality of the data.
Figure 1 shows that the values are not adjusted to a normal distribution with a p-value
equals to 0.0001402 and 0.3645. Therefore, the null hypothesis (Ho) for the metric,
error margin, is rejected and in the metric compression ratio, Fig. 2 shows that the
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Table 3. Test results

Tests Number of
points

Number of
trajectories

Assumption of
normality
(compression
ratio)

Assumption of
normality
(margin of
error)

Assumption of
normality
(compression
ratio)

Assumption of
normality
(margin of
error)

1 550–1200 45 Rejected Ho Not rejected Ho Rejected Ho Not rejected Ho
2 650–1200 42 Rejected Ho Not rejected Ho Rejected Ho Not rejected Ho

3 750–1200 42 Rejected Ho Not rejected Ho Rejected Ho Not rejected Ho
4 1000–3000 42 Rejected Ho Not rejected Ho Rejected Ho Not rejected Ho

5 2000 244 Rejected Ho Not rejected Ho Rejected Ho Not rejected Ho
6 2000–4000 42 Rejected Ho Not rejected Ho Rejected Ho Not rejected Ho
7 4000–9000 39 Rejected Ho Not rejected Ho Rejected Ho Not rejected Ho

Fig. 1. Density and p-value graph for the metric error rate.
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values of the sample are adjusted to a normal distribution with p-values equals to
001621, 0.0003759 and 0.0003857, therefore, the null hypothesis (Ho) is not rejected.

Subsequently, the Mann-Whitney test is applied, obtaining p-values lower than
0.05, which shows significant differences according to the test applied with 95% of
confidence. Finally, the Fischer test is applied to check the assumption of the homo-
geneity of the variances and the Student test to compare the means of the results
obtained for the metric error rate. In the application of the Fisher test, it is observed that
the p-values obtained are greater than 0.05, so the homogeneity mentioned above is
assumed. Once the assumption of homogeneity has been verified, the Student test is
applied to compare the vector means of the results obtained for the metric error rate.
From the analysis of the p-values obtained, greater than 0.05, it can be concluded that
the means of the compared groups are significantly similar. All tests were performed
with 95% confidence. The verification performed can ensure that the compression ratio
of the proposed algorithm using only the first two steps is better than TD-TR simpli-
fication algorithm. It is evident that the error rate remains the same.

Fig. 2. P-value chart and box diagrams for the compression ratio metric
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As third experiment, the evaluation of the compression ratio of the algorithm
developed with statistical tests is proposed. The performance of the lossless com-
pression algorithms Brotli, bzip2, gzip, xz is compared with the algorithm developed
up to the simplification stage. This experiment is designed to determine which lossless
compression algorithm is best suited to the solution. Four observations with the fol-
lowing characteristics are selected:

• Observation 1: three hundred trajectories, each one containing between 300 and
2500 points.

• Observation 2: three hundred trajectories, each containing between 310 and 4000
points.

• Observation 3: three hundred trajectories, each one containing between 320 and
2000 points.

• Observation 4: three hundred trajectories, each one containing between 360 and
2000 points.

The p-values obtained by the compression ratio metric to check the assumption of
normality is 2.2e−16. This evidence that they do not fit a normal distribution therefore
Ho is rejected. The Kruscal-Wallis test is then applied to compare several independent
groups that do not fit to a normal distribution. The p-values obtained are less than 0.05,
which means that there are significant differences according to the test applied with
95% of confidence. The median values obtained are higher for the GR-B algorithm so it
can be concluded that has the best compression ratio.

5 Conclusions and Future Work

The study of noise reduction, line simplification and semantics in GPS trajectory
compression allowed the foundation of a GPS trajectory compression algorithm that
improves the compression ratio compared to those present in the literature. The
comparison of the main algorithms for GPS trajectory compression demonstrated that
TD-TR has the highest compression ratio in the experimental data set used and is
therefore used as the basis for the simplification of points in the developed algorithm.
The aim of the research is to increase the compression ratio while maintaining the
margin of error, which is demonstrated by the results obtained from the processed data.
These results are validated by means of statistical tests. The performed experiments
show that the proposed GPS trajectory compression algorithm shows a greater com-
pression ratio compared to similar ones analyzed in the literature, which reduces the
amount of data to be processed. As you can see, the proposed algorithm compresses the
GPS trajectory data in a significant way. As future work, it is planned to perform these
experiments on other types of trajectories with a lower level of data redundancy and
make the necessary adjustments to the algorithm to maintain the results achieved.
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Abstract. This paper introduces a model based on set theory and mod-
ern algebra that formalizes sentences and their context. The model aims
at dividing sentences into cores which will be mapped into sets of an alge-
braic space; some of these cores have a type of context called strictly lin-
guistic context. These sets along with an operation form Abelian groups.
In addition, the model defines a function that can completely (or par-
tially) restore the original sentence from such sets while guaranteeing
its structure and meaning. This could be accomplished through queries
that compare contexts and activate the task of restoring sentences. The
use case scenario has been limited to the Spanish language. All these
processes can be applied in many scenarios, but our focus lies in the
dynamic creation of small theories.

Keywords: Algebraic structure · Abelian group · Context ·
Nominal phrases · Verbal cores · Small theories

1 Introduction

The study of the context, its formalization and its influence on language produc-
tion, decision making, automatic reasoning, and other fields, has been analyzed
by many disciplines: pragmatics [1], neuroscience [2–4], psycholinguistics [5], and
computer science [6–12]. Their works has given birth to models which answer
questions such as “what is the context?” or “how to use it?”, sometimes from
different points of view. The purpose of this article consists on modeling a sen-
tence and one type of context known as strictly linguistic context [13,14] which
is contained inside of the sentences and provides the necessary environment to
understand the message.

Building ontologies [15] for large amounts of data is a task that can involve
applications such as Text2Onto [16] or OntoLearn [17] which can convert texts
c© Springer Nature Switzerland AG 2019
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into ontologies. Microtheories [8] represent an alternative solution; they are small
theories that can coexist with contradicting theories [18] because they require
a different context to complete their own semantics. The common approach
involves building theories based on an entire text and storing them in a mono-
lithic knowledge base. The novelty of the proposed solution lies in organizing a
text by modules that can be chosen, manipulated or matched conveniently, and
without losing of its meaning, through operations created within the context
of algebraic structures. Hence, ontologies, theories or small theories could be
dynamically built from portions of the text or by associating parts taken from
several texts. This paper introduces some objects that can drive the dynamic
creation of small theories. One of these objects, called a nominal core, is an
expression without verbs, that still has a meaning; they are embedded within
the sentences and contain strictly linguistic context. The nominal cores could be
a starting point to compare topics or to establish relationships within the same
sentence, between two or more sentences, or even with other texts. Although
the study of these elements remains a part of the research, this paper will only
present a formalization of the sentences and their context based on such cores.

The document is organized as follow, the first section introduces the model
by explaining its components and roles, the second section analyzes a heuristic-
based system for the Spanish language that is capable of dissociating texts into
verbal and nominal cores to fill the sets of the model. The third section shows
the results from the dissociating experiment carried out. Finally, conclusions are
drawn on the overall work and future work is also discussed.

2 The Model

In this section, the basics concepts of the algebraic model are defined as well as
some axioms and theorems required to formalize the model. The use case scenario
in this model only includes the sentences in the Spanish language. Therefore,
some concepts and processes are aimed at that specific context1.

2.1 The Context of a Sentence

The context involved in the sentences belongs to an explicit category and it
is called a strictly linguistic context [13,14] which is the set of all factors that
accompany a word by affecting its interpretation, its consistency, and its meaning
[19]. Nominal phrases are sequences of words that contain this type of context
[20,21].

2.2 Sets and Processes

A general overview of the model is shown in Fig. 1. The system’s dynamics
starts with a process called dissociation that divides a sentence into linguistic
1 We would like to express our appreciation to Duvań Cardona Sańchez for his support
in the mathematical area.
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categories using a parser [22]. Subsequently, a set of heuristics reprocesses the
parser’s output leading to two types of clusters: nominal cores and verbal cores.
These will be defined latter.

Fig. 1. Processes and sets of the model

Each time that a nominal core or a verbal core is generated, it is then inserted
into a set called Kn or Kv respectively. As soon as the sentence has been com-
pletely processed, the Cartesian Product Kv

⋃{λ} × Kn

⋃{λ} takes place, and
new elements are added to Pvn. These processes are repeated for each sentence
contained in the text. Table 1 illustrates the result obtained on the sentence:
“Toda clase de establecimientos comerciales podremos encontrar en las calles
Velásquez y Tetúan”. For this implementation, all sentences are expected with a
verb starting the expression, and the verb v0 is missing. Formally, the sets and
their elements are defined as follows:

Table 1. Cores and Cartesian product of a sentence

Word Category

Toda, clase, de, establecimientos, comerciales
podremos, encontrar
en, las, calles, Velásquez, y, Tetúan

n0: nominal-core (pron, n, p, n, adj)
v1: verbal-core (v, v)
n1: nominal-core (p, a, n, N, c, N)

Cartesian product

<λ, λ>, <λ, n0>, <λ, n1> <v1, λ>, <v1, n0>, <v1, n1>

Axiom 1. The empty (null) sequence of words exists and it is denoted as λ.

Definition 1 (The set Kn). Let us denote Kn as the set that contains nom-
inal cores. In this model, a cluster of words that contains a nominal phrase
is known as a nominal core.



76 E. S. Barraza Verdesoto et al.

Definition 2 (The set Kv). Let us denote Kv as the set that contains verbal
cores which are non-null sequences of words belonging to a sentence that
has not nouns and at least one verb. They express an action, an existence, an
achievement, or a state.

Definition 3 (The set Pvn). Let Pvn be the Cartesian product Kv

⋃{λ} ×
Kn

⋃{λ}.

2.3 The Algebraic Space

The set Pvn contains elements which are not good candidates for completely or
partially representing the original sentence, e.g., the couple <v1, n0> in Table 1
refers to: podemos encontrar toda clase de establecimientos comerciales, which
does not correspond to any part of the original sentence and, what is worse is that
the meaning could be altered. Hence, Pvn should be mapped to another space
where the cores can be manipulated without loosing its consistency regarding
to the original sentence. One set and one mapping are defined for this purpose.

Definition 4 (The set Ōv). Let us denote Ōv as the set containing couples of
sequences in the form:

�X� = �[v0 : v1 : · · · : vk], [n0 : n1 : · · · : nk]�

Each vi belongs to Kv

⋃{λ}, each ni belongs to Kn

⋃{λ}, and i is an index
indicates the order in which the element was dissociated from the sentence. The
following combinations are possible: �[v], [n]�; �[v], [λ]�; �[λ], [n]�; or �[λ], [λ]�.

The notation �Xi� is introduced to refer to a member of Ōv. Additionally,
�Xa/b�, where a < b, means that a member has λ elements before the subscript
a and after the subscript b in both components; the notations �[Va/b], [Nc/d]�
or �[va/b], [nc/d]� specify the same in each member component. Furthermore, the
expression �[vi], [nj ]� means that the couple has one member with a single element
in each component, where each one has different positions.

On the other hand, the notation λa/b means that there are λ-elements
between the positions a and b, with both included. If an element such as λk

appears, this means that the λ-element exists in the kth position. A couple of
sequences with only λ-elements can be modelled as �[λ0/∞], [λ0/∞]� that will be
called Γ .

Definition 5 (Function Fvn). Let us define Fvn the injective function that
maps a subset of pairs <vi, ni> ∈ Pvn in pairs �[vi], [ni]� ∈ Ōv.

Figure 2 shows an implementation of the Fvn function applied to a sentence.
The left box is a subset of Pvn and the right box corresponds to the mapping
range related to Ōv; the superscript indicates the cardinality of the sets. The
subsets of Pvn must comply with the following characteristics:

1. All members must contain strictly linguistic context. Hence, the set does
not contain elements of the type <vi, λ>, but elements such as <λ, ni> can
be accepted.
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2. Elements of the type <vi, nj> must to have the same subscript (i = j). The
same subscript means that the verbal core is found immediately before of the
nominal core inside of the sentence.

Fig. 2. The figure shows the mapping of a sentence into the algebraic space

2.4 The Algebraic Structure

An algebraic structure composed by a set that has a closure property under an
operation is introduced. The closure property is convenient since it allows the
operation to generate new members in Ōv without any connection to the subset
of the Pvn.

Definition 6 (Operation ©±v). In a natural manner, a binary operation ©±v for
couples belonging to Ōv and its functionality are defined. The subscripts used are
ordered as follows: 0 < i < j < k < m.

Positionality and Duality. The binary operation ©±v can be qualified as dual and
positional. Dual means that if two members belonging to Ōv are operated, then
the operation occurs separately in the verbal and the nominal components.
Positional means that two operands can be operated if and only if they have the
same subscript. For example:

�[λ0 : v1 : λ2], [λ0 : n1 : λ2]� ©±v �[λ0 : λ1 : v2], [λ0 : λ1 : n2]�
⇒ �[λ0 : v1 : v2], [λ0 : n1 : n2]�

Gamma Cases. An operation between λi and xi, with xi characterizing a verbal
core or a nominal core, will produce xi. Hence, an operation between �Xi� and
Γ occurs as follows:

�Xi� ©±v Γ = Γ ©±v �Xi� = �Xi�

Null Cases. If two members of Ōv having elements in their components with the
same subscript are operated, the result of the operation in this position is λ. The
following cases are possible:

1. �Xi/k� ©±v �Xj/m� = �[vi/j−1 : λj/k : vk+1/m], [ni/j−1 : λj/k : nk+1/m]�
2. �Xi/j� ©±v �Xi/j� = �[λ0/j ], [λ0/j ]� = �[λ0/∞], [λ0/∞]� = Γ
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Abelian Group <Ōv©±v>. The set Ōv along with the binary operation ©±v

form an Abelian Group structure which is finite and non-cyclic. This means that
the set for Ōv is closed under the operation ©±v, that it is associative, that the
neutral and symmetrical elements exist, and that it is commutative. The proof
and the contribution of each property to the model are detailed.

Theorem 1 (Abelian Group <Ōv©±v>).
The set Ōv, along with the binary operation ©±v forms an Abelian Group

structure

Proof. It must be proven that the operation ©±v is closed for Ōv, that it is associa-
tive, that the neutral and symmetrical elements exist, and that it is commutative.
The subscripts used have the following order relation: 0 < i < k < m

– Closure: The closure property guarantees that an operation between two mem-
bers of Ōv always yields a member of Ōv. In this model, the operation gener-
ates new members in Ōv by reducing or expanding the context in the couples.
Formally, for all �Xi�, �Xj� in Ōv, the result of the operation, �Xi� ©±v �Xj�,
is also contained in Ōv.
Definition 6 shows all possibilities.

– Associative: The Associative property states that the result of several oper-
ations executed sequentially is not affected by the order of their execution
two-by-two execution, and, thus, their products will contain the same context
and the same meaning. Formally, for all �Xi�, �Xj� and �Xk� in Ōv, the equa-
tion (�Xi� ©±v �Xj�) ©±v �Xk� = �Xi� ©±v (�Xj� ©±v �Xk�) holds. All possible
cases are demonstrated as follows:

1. (�[vi/k], [ni/k]� ©±v �[vi/k], [ni/k]�) ©±v �[vi/k], [ni/k]� =
�[vi/k], [ni/k]� ©±v (�[vi/k], [ni/k]� ©±v �[vi/k], [ni/k]�)

Γ ©±v �[vi/k], [ni/k]� = �[vi/k], [ni/k]� ©±v Γ
�[vi/k], [ni/k]� = �[vi/k], [ni/k]�

2. (�[vi/k], [ni/k]� ©±v �[vi/k], [ni/k]�) ©±v �[vi+1/k+1], [ni+1/k+1]� =
�[vi/k], [ni/k]� ©±v (�[vi/k], [ni/k]� ©±v �[vi+1/k+1], [ni+1/k+1]�)

Γ ©±v �[vi+1/k+1], [ni+1/k+1]� =
�[vi/k], [ni/k]� ©±v �[vi : λi+1/k : vk+1], [ni : λi+1/k : nk+1]�

�[vi+1/k+1], [ni+1/k+1]� = �[vi+1/k+1], [ni+1/k+1]�
3. (�[vi/k], [ni/k]� ©±v �[vi+1/k+1], [ni+1/k+1]�) ©±v �[vi/k], [ni/k]� =

�[vi/k], [ni/k]� ©±v (�[vi+1/k+1], [ni+1/k+1]� ©±v �[vi/k], [ni/k]�)
�[vi : λi+1/k : vk+1], [ni : λi+1/k : nk+1]� ©±v �[vi/k], [ni/k]� =

�[vi/k], [ni/k]� ©±v �[vi : λi+1/k : vk+1], [ni : λi+1/k : nk+1]�
�[vi+1/k+1], [ni+1/k+1]� = �[vi+1/k+1], [ni+1/k+1]�

4. (�[vi/k], [ni/k]� ©±v �[vi+1/k+1], [ni+1/k+1]�) ©±v �[vi+1/k+1], [ni+1/k+1]� =
�[vi/k], [ni/k]� ©±v (�[vi+1/k+1], [ni+1/k+1]� ©±v �[vi+1/k+1], [ni+1/k+1]�)

�[vi : λi+1/k : vk+1], [ni : λi+1/k : nk+1]� ©±v �[vi+1/k+1], [ni+1/k+1]� =
�[vi/k], [ni/k]�

©±v Γ
�[vi/k], [ni/k]� = �[vi/k], [ni/k]�
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5. (�[vi/k], [ni/k]� ©±v �[vk+1/j ], [nk+1/j ]�) ©±v �[vj+1/m], [nj+1/m]� =
�[vi/k], [ni/k]� ©±v (�[vk+1/j ], [nk+1/j ]� ©±v �[vj+1/m], [nj+1/m]�)

�[vi/j ], [ni/j ]� ©±v �[vj+1/m], [nj+1/m]� =
�[vi/k], [ni/k]� ©±v �[vj/m], [nj/m]�

�[vi/m], [ni/m]� = �[vi/m], [ni/m]�
– Neutral and Symmetrical element: Abelian groups are endowed with a sym-

metrical element providing richness to the operations, e.g., it is possible to
delete or replace cores inside of the vectors due the symmetrical element. Fur-
thermore, if the neutral element does not exist, neither does the symmetrical
element. The symmetrical element of a member from <Ōv is itself and the
neutral element is Γ .

• Neutral element: Suppose [Xi] belongs to Ōv. There is an element [E]
such that: [Xi] ©±v [E] = [E] ©±v [Xi] = [Xi].
By definition, the internal operation: Γ ©±v �Xi� = �Xi� ©±v Γ = �Xi�
Thus, by uniqueness, [E] = Γ

• Symmetrical element: [Xi] ©±v [Y ] = Γ .
If �[vi/k], [ni/k−1]� belongs to Ōv, then there exists an element [Y ] such
that:

�[vi/k], [ni/k]� ©±v [Y ] = Γ

By definition of the operation, if there are two equal positional elements
then the result is λ. If all elements are equal one by one, then the resulting
sequence is filled with λ which is equivalent to Γ :

�[vi/k], [ni/k]� ©±v �[vi/k], [ni/k]� = �[λi/k], [λi/k]� = Γ

Thus, the symmetric element of any sequence exists and is equal to itself.
– Commutativity. The commutativity property states that if two elements of

the set Ōv are operated, the final context and meaning will be the same.
Suppose two elements �[v0/k], [n0/k]� and �[v1/k+1], [n1/k+1]�. The ©±v operation
between them will be equal to:
�[v0 : v1 : · · · : vk : λk+1], [n0 : n1 : · · · : nk : λk+1]� ©±v

�[λ0 : v1 : · · · : vk : vk+1], [λ0 : n1 : · · · : nk : nk+1]�

�[v0 : λ1 : · · · : λk : vk+1], [n0 : λ1 : · · · : λk : nk+1]�

�[v0 : λ1/k : vk+1], [n0 : λ1/k : nk+1]� (shortly)

Now, if the operands are inverted, then:

�[λ0 : v1 : · · · : vk : vk+1], [λ0 : n1 : · · · : nk : nk+1]� ©±v

�[v0 : v1 : · · · : vk : λk+1], [n0 : n1 : · · · : nk : λk+1]�

�[v0 : λ1 : · · · : λk : vk+1], [n0 : λ1 : · · · : λk : nk+1]�

�[v0 : λ1/k : vk+1], [n0 : λ1/k : nk+1]� (shortly)

Q.E.D.
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2.5 Restoring Sentences

The Spanish language has an SVO structure (Subject-Verb-Object) [23]. The
S and O are cores closely related with nominal categories, whereas the V core
is associated to verbal categories. Hence, for simplicity purposes and without
losing generality, the SVO structure can be seen as an NVN sequence where N
corresponds to a sequence of nominal cores and V corresponds to a verbal core.
In this subsection, a function capable of restoring well-formed sentences from
the algebraic space is defined.

Definition 7 (Structurally well-formed Spanish sentences [SWFSS]).
Let us denote SWFSS the NVN sequences or any of these variants: N, NV,
VN, and NVN. Some examples of these sequences include: NVNV, NVNVNVN,
VNVNVN, etc.

Definition 8 (Function FŌv
). Let FŌv

be a function that maps members of Ōv

into SWFSS. Table 2 shows the mapping process. The blank space is represented
by the symbol ă.

Table 2. Function FŌv

�X� FŌv
(�X�)

�[λ0/m][N0/m]� λ0ăn0ă · · · ăλmănm

�[V0/m][λ0/m]� λ0ăλ1ă · · · ăλm

�[Vi/m], [Ni/m]� viăni · · · vjănj · · · vmănm

�[λi/j : Vj+1/m], [Ni/m]� λiăniăλi+1ăni+1 · · · vj+1ănj+1 · · · vmănm

Special cases

�[λi/j : Vj+1/k], [Ni/k−1 : λk]� λiăniăλi+1ăni+1 · · · ăvj+1ănj+1 · · · ăvkăλk

�[Vi/k], [Ni/k−1 : λk]� viăniă · · · ăvkăλk

Theorem 2. All expressions in the set Θ̄ are SWFSS.

Proof. If an expression in the Spanish language meets Definition 7 then it is
considered SWFSS. Table 3 shows the structure of a sentence by applying the
function FŌv

. Each possible outcome meets the requirements of a SWFSS.
Q.E.D.

Hence, an implementation of the function FŌv
can rebuild structurally well-

formed sentences from the algebraic space.
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Table 3. Structure of a sentence by applying the FŌv
mapping

FŌv
(�X�) Sentence structure Type

λ0ăn0ă · · · ăλmănm n0 n1 · · · nm N

λ0ăλ1ă · · · ăλm λ null

viăni · · · vjănj · · · vmănm vi ni · · · vj nj · · · vm nm VNVN

λiăniăλi+1ăni+1 · · · vj+1ănj+1 · · · vmănm ni ni+1 · · · vj+1 nj+1 · · · vm nm NVNVN

Special cases

λiăniăλi+1ăni+1 · · · ăvj+1ănj+1 · · · ăvkăλk ni ni+1 · · · vj+1 nj+1 · · · vk NVNV

viăniă · · · ăvkăλk vi ni · · · vk VNV

2.6 Semantics and Sub-groups

The meaning of a sentence generated by FŌv
must be maintained. However, this

function FŌv
can not guarantee it completely, e.g., if the elements e1 and e4

shown in Fig. 2 are operated to generate a new member, then the result will be:

�[v1], [n1]� ©±v �[λ4], [n4]� = �[v1 : λ2/4], [n1 : λ2/3 : n4]�

By applying FŌv
, the outcome would be the following sentence: “programada

para el próximo 26 de marzo la Paz y la justicia” whose meaning, although it is
syntactically correct, is confusing.

Fig. 3. A sentence mapping with the organizations inside of the set Ōv

The problem can be solved by dividing the set Ōv into sub-groups and estab-
lishing a hierarchy between them through functions. Figure 3 shows a possible
reorganization in Ōv. The mapping between sets works as a cascade effect from
the chosen core up to the root. Each function inserts λ-elements to the left hand
for each member mapped, thenceforth, the operation ©±v is applied between the
mapped element and a key-element(head-v) which is the only verb belonging
to the codomain. Additionally, the only elements mapped are those embedded
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in the dashed box. For example, applying the function F 4
21(e5) lead the following

procedure:

e5 = �[v50 ], [n50 ]� ⇒ e215 = �[λ0/3 : v21
50 ], [λ0/3 : n21

50 ]�

⇒ e215 ©±v e1−k = �[v10 : λ1/3 : v21
50 ], [n10 : λ1/3 : n21

50 ]�

⇒ (e215 ©±v e1)
10 ©±v e0−k = �[λ : (v10)

10 : λ2/4 : (v21
5 )10], [n0 : (n10)

1 : λ2/4 : (n21
5 )10]�

The function’s superscript indicates the number of λ-elements to be inserted,
and the superscript of the ei-elements indicates the function that mapped them.
In this case, the result would be: “La marcha programada, para el próximo 26
de marzo, recib́ıa cŕıticas”. It is noteworthy that all source text of the sentences
must be consistent which is convenient because a restored sentence from this
text is also consistent.

3 Implementing the Model

The implementation has been focused on finding the limits of the cores and
building the algebraic space. First of all, a framework was built with a layered
architecture which was instantiated to process texts in Spanish. The most rel-
evant layers of the framework are the following: language recognition, planning,
and reaction. The first layer was designed to identify the language of the text
and to divide it into sentences which will be sent to the next layer one at a time.
The second layer chooses the applications that should be executed to dissociate a
sentence and to initialize the model sets. The last layer executes the applications
chosen by the planner. The framework also includes a main module for control
and instantiation of the layers.

The reaction layer executes several heuristics to process only texts in the
Spanish language; it was divided into three phases. In the first phase, each sen-
tence is processed by a linguistic tool, commanded by VISL2 parser [22]. The
second phase, named classifier, receives from the parser output a very extensive
word classification to reduce its number in a new set. In the third phase, called
packer, the cores are created. This process involves a loop where neighboring
words (or clusters) are operated to be packed into a single class that can be a
nominal core, a determinant, or a verbal core. Cores are saved in a database by
creating the sets of the model.

A verbal core category introduces a sequence of cores that ends where a new
verbal core starts or when the sentence ends. Verbal cores are used to establish
hierarchies between subgroups where each one of them has a verbal core desig-
nated as the head-v (see Subsect. 2.6). Such hierarchy depends on these charac-
teristics of the head-v : a main verbal-core (main-v), a subordinated verbal-core
(subord-w), and an optional verbal-core (opt-V). The main-v subgroups are
arranged in a vector which is ordered by the head-v -subscripts; the vector is the

2 The VISL parser, from the University of Southern Denmark was used in this work
under the permission of this institution.
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root of the hierarchy and any other category or subcategory will be subordinated
to any one of its elements.

The opt-V subcategory introduces a sequence of cores that is considered
optional, i.e., if a subgroup contains a head-v with the opt-V subcategory, its
information is considered non-essential to the restoration sentence process. The
opt-V category scope in a sentence ends where a new verbal core with category
subord-w or main-v starts.

The subord-w class introduces a sequence of cores subordinated with regard
to the main-v subcategory which is present immediately after in the sentence.
Additionally, if several subord-w groups appear before the main-v group,
they will form a subordinated subord-w-vector. The combination subord-w
+ main-v forms a special unit since all the information contained is essential
to preserving the meaning.

The determinants separates two nominal cores or, introduces a nominal core
sequence after a verbal core. As well as the verbal cores, they have a subclassifica-
tion that labels them as: preposition determinant (prep-d), conjunction determi-
nant (conj-d), disjunction determinant (comma-d), and optional determinant
(opt-d). The (prep-d) and (opt-d) types introduce a nominal-cores sequence,
but the sequence introduced by the latter is optional (see opt-V above). The
(conj-d) is a determinant that suggests combining the nominal-cores sequence
that it introduces with the previous nominal-cores sequence for proper under-
standing. On the other hand, the comma-d determinant suggests separation,
i.e., the nominal core introduced starts a new sub-sentence inside of the sen-
tence. The sub-sentence ends when a new (conj-d) or a (opt-d) starts, or the
sentence ends. An example of this implementation is shown in the Sect. 2.6. The
group G2 is subordinated with regard to G1, and the group G3 contains optional
information.

3.1 Results of the Sentence Dissociation and Generation of the Sets

The processes of dissociation and generation of the sets were tested with three
types of corpora: Entertainment, Tourism, and News. Table 4 shows the statis-
tics of the creation of the subsets belonging to the Cartesian product which will
be mapped into the algebraic space and the resulting errors of the process. The
<v, n> column represents the number of subgroups that are created in the alge-
braic space without considering their type within the hierarchy or the sentence
where it comes from. The second and third columns show two types of nominal
cores; the first one is the set whose subject is explicit inside of the core, while in
the second one corresponds to an anaphoric subject. The analysis of the imple-
mentation is focuses on three types of errors that can occurs in the execution
in the layers execution. The possible errors are: parsing error, compacting error,
and false-positive error.

The parsing error is generated by the syntactic parser when it cannot prop-
erly classify the words of the sentence. In this case, this type of error was minimal
because the tool is very robust, and it has been tested exhaustively. The compact-
ing error is associated with the effectiveness of the classifier’s heuristics which
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Table 4. Statistics related to the creation of cores

can be influenced by the parsing error. The false-positive error represents the
errors occurred during the dissociation process and set generation, and it is the
most significant type of error. The generation of cores depends on the parsing
and the classifier processes. The value of the false-positive error is slightly supe-
rior in comparison to the previous errors which shows the successfulness of the
heuristic system. The worst-case scenario occurs in a small corpus marked by a
9% error. This a small loss of sentences is not significant enough to compromise
the main idea of the text, because the rest of the sentences can fully support it.
In general, the processes of dissociation and the set generation delivered good
results.

4 Conclusions and Future Work

The main goal of this research is to generate a space where query-based processes
will be performed in natural language, and the decision-making task could be
carried out by creating small theories based on sentences restored from several
sources along with the query sentence. Such approach would cause a reduction in
the performance of the selecting and the decision-making activities. In first place,
this can be explained by the fact that the search is improved by enabling the
creation of sets both inside of a sentence and between sentences (hierarchies),
and even between texts. In second place, although there are several tools to
convert texts into theories or ontologies, the process of restoring sentences would
reduce the number of sentences that can form a query-based small theory. This
contributes to tasks such as the construction of the theory which could be created
dynamically, and the performance of decision-making process.

This paper introduces two main processes that could be useful for generat-
ing of small theories free from inconsistencies. The use case scenarios involved
sentences in Spanish. The first process divides the sentences into cores in order
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to map them into an algebraic space where they can be manipulated and re-
processed. Its implementation was achieved with good results. The other pro-
cess refers to the (complete or partial) restoration of a sentence by mapping
elements from the algebraic space to a linguistic space by ensuring syntactically
and structurally well-formed sentences, and that the meanings can be guaranteed
with some rearrangements of the sets in the algebraic space. Regarding future
work along this line of research, the anaphora could be implemented to establish
links between cores from different sentences.

In summary, a new model based on open-use Mathematics was proposed,
and an implementation of the dissociation and generation of the sets was imple-
mented with good results. The generated repository contains several sets that
form Abelian groups. Finally, a rearrangement of the groups for the Spanish
language was suggested which safekeeps the structure and the meaning of the
sentences restored from the algebraic space. This approach could have several
uses such as in search engines since the information is saved in its original for-
mat (text), and the decision related to a specific topic would be generated by
satisfying small theories dynamically created through the interaction between
the repository and the queries.
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Abstract. The Software Industry in Mexico (SIM) is accentuated in large
cities. This industry requires thousands of employees who must go to the offices
weekdays. However, mobility in large cities is increasingly complicated by two
factors: the first is the distance from your residence to the office, that can be from
1 to 30 km away or more, on the other hand, the expenses caused by the
transport. The means of transport can be from the worker himself or public
transport as: metro, bus, “metrobus”, taxi, etc. In this work, a home-office model
is proposed, which suggests that developers go once to the main office and the
rest of the weekdays work from your home. The above, is not by default,
because they must have the minimum conditions to work in his own house.
However, when working in their own home there are benefits such as: saving
time and money in the travel and on the other hand, the developer does not
suffer stress caused by the daily travel. In the model, a central office is proposed
for meetings and training. So that, each developer must have a space in her own
home and adapted for a home office. The above, implies having an Uninter-
rupted Communication Medium (UCM) to be in contact between developers, as
well as with the Couch (Co) and the Project Manager (PM). In the results,
statistics of travel times and expenses, as well as the effects of traveling to work
every day, are shown. We conclude that, the Home-Office Model can achieve
more satisfied developers; less stressed can increases productivity in organiza-
tions that develop software.

Keywords: Home-Office � Model � Software � Software projects �
Software industry � Developers

1 Introduction

1.1 Context of Companies that Develop Software

In Mexico there are great cities such as: Mexico City, Guadalajara, Monterrey, Puebla,
Querétaro, etc. in which Software Industry exists. Due to the size of the cities, there are
mobility problems that cause software developers to invest a lot of time in the travel as
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well as disbursing a significant part of their salary in transport. The Home-office
modality tends to grow, however, there is no reference framework to make the most of
this modality.

The home-office mode looks for scenarios in large cities such as Mexico City,
which, according to Moovit, up to 30% of workers make a trip of more than two hours
to go to and from work, in turn, they are required 88 min to move on a weekday. On
the other hand, they need to travel up to 9.9 km on average and at least 28% travel
more than 12 km [1]. Another study by Schafer and Victor found that a person spends
1.1 h per day per travel, so in a large city rapid transport systems are required [9],
however the development of this type of transport is limited to resources and design of
the cities, such is the case of Mexico City.

The home office is not only a space but a place adapted to work with all the
physical and even virtual elements to maintain a working environment of the work
team [2].

Other factors such as lighting are really important because they directly influence
the productivity of the developer. Natural light is ideal to avoid eyestrain, when natural
light is not possible, then intelligent lighting must exist [3]. However, workers can have
the same behavior of energy use in their home as in the office [4], so the developer
should have good habits in the use of energy to not affect their economy by imple-
menting the model of Home-office.

The social and family aspect of the worker can be affected when the worker works
in a virtual office or at home, as revealed by the IBM study comparing a traditional
office, virtual office and a home office. It can influence aspects of: job performance,
work motivation, job retention and career opportunity, success in workload, life and
personal and family success. Perceptions, direct comparisons and multivariate analyzes
suggest that the influence of the virtual office is mostly positive in aspects of work, but
somewhat negative in aspects of personal/family life. The influence of the central office
seems to be mostly positive and the influence of the traditional office mostly negative in
aspects of work and personal/life [5].

The aspect of information security is undoubtedly to be taken into account, because
developers, from the office at home, must comply with and implement measures that
allow the security of the information they store and transmit to the contracted cloud, for
the organization [6]. In this case, each home office must have the same level of security
as the main office, as well as maintain communication channels that allow the exchange
of information with other elements of the work team and encourage interaction [7].

The information of the projects must be in the cloud to achieve accessibility by the
developers of their office, taking advantage of the benefits of storage in the cloud that is
used from education [8], for companies, among other important uses.

The hours that you must work from the home office must be those corresponding to
the traditional office, however, in Latin America too many hours are worked [10] so,
the developer should only cover the hours determined in his contract so as not to affect
the relationship with their families and with their health. Work long hours can affect the
health of the worker according to Spurgeon, Harrignton and Cooper in the European
Union the worker can oppose to work more than 48 h a week, however, in other cases
and places like Latin America the days may be longer 50 h a week. The above affects
the worker in possible effects on health and performance. It is concluded that there is
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currently enough evidence to raise concerns about the health risks and safety of long
working hours. However, much more work is required to define the level and nature of
these risks [11].

The purpose of this paper is to propose a Model that allows defining how to
implement the Home-office mode in the large cities of Mexico. It is intended that the
model contributes to the implementation of Home Office in the Software Industry.
Researchers living in Mexico City and in the periphery were investigated, finding times
of transfers and resources necessary for their mobility.

2 Materials and Methods

The model focuses on organizations that develop software projects through one or
more work teams. The model combines Home Office (HO) with other environments:
client-analyst, user-developer, trainer-developer, developer-developer, among others.
Therefore, the model is considered mixed, on the one hand, tasks are carried out in the
Project Office (PO) such as meetings to analyze strategies and agreements and on the
other hand, work in HO by each developer. Without omitting that, they must be
connected uninterruptedly by some means such as: mobile telephony, email, social
networks, among other means. The previous Uninterrupted Communication Media
(UCM) must be duly established in each organization.

The Project Activities (PA) will be carried out in the APO and in the AHO of the
developers, so, there must be a strategy of integration of tasks in a server, but much
better in the cloud. Therefore, it can be determined that the PA results from the sum of
the activities carried out in the APO and the AHOs. See formula 1.

PA = APO1 + APO2 + APO3, . . . APOnð Þ + (AHO1 + AHO2 + AHO3, . . . AHOn) ð1Þ

Where PA are the activities of the project; APO are the activities carried out in the
APOs; and AHO are the activities carried out in the AHOs of the developers.

2.1 Assignment of Tasks

The Assignment of Tasks (AT) will be carried out by the Project Manager (PM) in the
APO or through the UCM. Each task must be defined and estimated in man-hours in
order to establish the dates and times of delivery. Whereas each organization defines
the hours to work per week.

It is recommended that the AT be weekly, preferably on Mondays in a meeting in
the APO under a detailed work plan that defines tasks and times of completion. The
above in order to know the dates and times of delivery of each task. Other tasks may be
assigned at any day and time through an UCM. The Model that has been called HOMSI
is proposed. See Fig. 1.
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2.2 Delivery of Deliverables

The deliverables are products of a task such as: text files, forms, designs, programming
codes, reports, test results, etc. Once the developer finishes a task, he must send it on
the date and before the established time through an UCM. The sending of new tasks to

Fig. 1. Home office model for software industry (HOMSI) in Mexico.
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the developer, as well as the delivery of deliverables by the developer, must be at
previously agreed working hours, considering regional schedules if there are devel-
opers who live in different time zones. Therefore, each AT must have the following
elements. Formula 2.

AT = T, ETHT, D, Tið Þ ð2Þ

Where AT is the assignment of tasks, T is the task assigned to the developer, ETHT
is the Estimated Time in Hours of the Task for the completion, D is the date and Ti is
the time of sending.

There should be rules or policies to establish situations in which a developer will
not work or send a deliverable out of time. For example, to notify at least 2 days before,
the previous thing so that the PM carries out a new AT or adjustment to the plan of the
Project.

2.3 Communication with the Work Team and Coach

The developers will be working from their HO, however they must be “connected”
with the PM and the Couch at all times (it is recommended that the organization have
it). In the same way, they can be connected with one or several fellow developers. The
communication is a priority for some clarification or doubt and also for questions of
socialization.

2.4 Home Office

The HO must have minimum conditions for the developer. The parameters are 6 to
9 m2 independent of the rest of the house, with a door and a window for natural light
and ventilation. With natural or adequate lighting, climate and noise under control.
Table 1 details the characteristics of the HO space.

Table 1. Ideal characteristics of space of the HO.

Element Characteristics

Space 6 to 9 m2

Whit door and window
Independent of the rest of the house

Illumination Natural light or white light
Noise It must be minimum or controllable
Temperature From 19 to 26° centigrade
Colors The colors of the walls should be clear avoiding: blue, orange, red and black
Furniture A desk or work table of at least 120 by 180 cm

A semi-executive or executive chair with backrest, height adjustment and
wheels

Equipment A desktop or laptop computer with at least 24-in. screen
Printer, scanner, stapler, clips, white sheets, folders, pens, pencils, among other
stationery items

Internet It must have Internet connection preferably broadband

HOMSI, a Home-Office Model for the Software Industry in the Big Cities of Mexico 91



The work schedules should be the same as the PO to maintain communication
under the same hours. The developer should not work more hours than his normal shift
that must correspond to the schedule established by the organization, to avoid fatigue
and exhaustion. Also, avoid eating at the HO at any time, but establish a meal schedule
as if you were in the PO.

Hours worked (HW) in the HO must be accumulated during the week until com-
pleting a schedule established by the organization. In this case the weekly hours WH
must coincide with the Estimated Hours of the Tasks Assigned EHTA. See formula 3.

WH = EHTA1 + EHTA2 + . . .EHTAn ð3Þ

2.5 Expenses of the Project Office

The Expenses of the Project Office (EPO) will decrease due to the fact that there is not a
paid work space for the development of the project. The costs of electricity, rent,
security and hygiene will be paid respectively by the developers. However, who should
pay the Expenses of the Home Office (EHO)? The company cannot pay for them,
because they would have to generate individualized invoices for each developer, in
addition to that, the expenses would rise, because they would be maintaining multiple
offices instead of just one.

The model recommends an office with reception, a private cubicle and a meeting
room. Whereas, the office can be shared or rented for hours or days. For example, on
Monday mornings.

The expenses of the EPO home office are determined considering the elements of
formula 4.

EPO = R + E + W + I + SH ð4Þ

Where EPO is the expenses of the project office, R is the rent, E is electricity, W is
the water, I is the internet service and SH is the safety and hygiene.

The other option only corresponds to a rent of one day or n hours of a shared office.
In this case the only expense is the rent payment that already includes the services.

2.6 Expenses of the Home Office

The Expenses of the Home Office EHO are generated by the consumption of electricity,
water and internet, as well as safety and hygiene. In this case, the developer will pay for
it along with the expenses of his house. So who should pay the EHO? In the model, it is
proposed that the company grant a bonus to the developer to offset said payments.
Formula 5 shows the origin of EHO.

EHO = P � E + I + W + SHð Þ ð5Þ
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Where EHO is the expenses of the home office, P is the percentage corresponding
to the expenses of the office space, E is electricity, I is the internet service, W is the
water service and SH is the security and hygiene

2.7 Travel Times

The Travel Time of the Developers (TTD) involves the trip from your home to the
office and vice versa, see formula 6.

TTD = THO + TOH ð6Þ

Where TTD is the developer’s Travel time in one day, THO is the time from your
home to the office and TOH is the Travel time from the office to your home. In this
case, not all developers take the same because it depends on where they live. So,
formula 7 shows us the time of the entire team.

TTWT = TTD1 + TTD2 + TTD3 . . .TTDn ð7Þ

Where TTWT is the Time of Travel of the Work Team and TTD is the time of
travel of each member of the work team. Therefore, TTWT is obtained from the time of
each one of the members of the work team. Finally, it is necessary to calculate the type
of travel during the project. Whereas, a project lasts n effective days, it is possible to
calculate the total time with formula 8.

TTT = TTWT * NDDP ð8Þ

Where TTT is the Total Time of Travels of the entire work team during the duration
of the project, TTWT is the Travel time of the work team and NDDP is the Number of
Days of Duration of the Project.

The travel time does not directly impact the project, but should be considered,
absences and delays due to problems during the travel, as well as stress and fatigue of
the team members. In the case of a developer who lives two or more hours away from
the office, he will have less time for rest and recreation.

2.8 Travel Expenses

Expenses for travels involve fuel, tolls and parking (if the developer uses a car) while
those using public transport involve metro, bus or taxi payments. So, the daily
expenditure of a developer is shown with the formula 9.

TED ¼ TEHO þ TEOH ð9Þ

Where TED is the Travel Expenses of a Developer, TEHO is the cost of moving the
house to the office while TEOH is the cost of moving the office to the home. Whereas,
you could take another route or type of public transportation. Therefore, there is a travel
fee for the entire work team as shown with formula 10.
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EWTT ¼ TED1 þ TED2 þ TED3 . . .TEDn ð10Þ

Where EWTT are the Expenses of Work Team Travels and TED is the travel cost
of each developer considering that each has its own travel cost. Therefore, there is a
total expenditure and travels reflected in formula 11.

TET ¼ EWTT * NDDP ð11Þ

Where TET are the Total Expenses of Travels of the entire work team during the
project. EWTT is the Expenses of Work Team Travels and NDDP is the Number of
Days of Duration of the Project.

Similarly, the travel costs do not directly impact the project, but the developers that
part of their income is spent on the travel, demanding better compensation to the
company. With this model could be reduced by up to 80% to avoid going to the office
weekdays.

2.9 Knowledge Management

The best way to transfer knowledge is face-to-face thanks to the interaction in the
workspace. In this proposed model, the transfer of knowledge can be affected because
the interaction through the UCM has certain limitations. Therefore, it is recommended
to encourage interaction in meetings and training.

It is also recommended to use communication systems that allow to connect several
users simultaneously so that during the day they can communicate between colleagues.

2.10 Tools for HOMSI Communication

An UCM is required to allow the work team to communicate with each other through
the internet network. As well as, the developers with the Project Manager and the
Couch. In the same way, the Project Manager with the client and the stakeholders. For
what is recommended there is an UCM that guarantees communication at all times. In
the market there are tools for this purpose from e-mail exprofeso tools such as: Google
Groups, Skype, Cloud computing, among others.

2.11 HOMSI in Mexico

For the purpose of testing the HOMSI model, we research with developers in the
software industry of the Mexico City, we designed an instrument for get information
about the developers which are in the software development. We got 84 answers of
developers which traveled daily a big city. With questions about of travel expenses and
travel times. We include a men and women of different ages. On big and small
organizations. With the data we did analysis and we find results which are presented in
the next section.
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3 Results and Discussion

3.1 Space of Home Office

The days that 84 developers worked from 4 to 6 days. Although, most work 5 days a
77% there is a percentage of 16% that works 6 days and also a 7% four days, as can be
seen in Fig. 2.

The time of travels from the developer’s house to the office goes from 0 to 15 min to
121 to 180 min. In this case, the largest number of developers requires 91 to 180 min, as
shown in Fig. 3. The transfer time is very similar to round travel and return. The total
time of transfer is the sum of go and return that can be from 30 min to 6 h.

Fig. 2. Days worked per week in Mexico.

Fig. 3. Travels times for developers to and from work in Mexico.
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Another important variable is the expense of travel from your home to the office
and vice versa. In this case, the expenses converted to dollars as of April 18, 2018 are
presented. Expenses can range from 0 to 3 dollars to 11 to 17 dollars. In this case, the
travel expenses are concentrated in 6 dollars as can be seen in Fig. 4. In this case, the
expenses are concentrated from 0 to 6 dollars.

Of the developers surveyed only 38% have a space of 6 to 9 m2 to adapt an office,
however, 80% have internet at home. The above indicates that in Mexico we still do not
have the optimal conditions for home-office.

The transfer of the developers affects them mainly in “Tiredness and exhaustion” to
54%. So, it can affect the developer in the daily activities.

4 Conclusions

There are traditional offices, virtual and Home-office. Traditional offices are decreasing,
while virtual offices and Home Office are on the rise. Home-office mode is a trend in
our days, because organizations seek to minimize their office costs. On the other hand,
the travels are getting slower and longer. The proposed model HOMSI defines a
framework under which organizations that develop software can work. It was found
that, travels range from half an hour to 3 h. On the other hand, expenses range from 3
to 6 dollars per day. Therefore, implementing HOMSI can save time and money, in
addition to reducing stress on developers. It is important that the home office should
have good lighting, low noise, privacy, Internet connection, security in the internet
network, among other factors. It is expected that, in the future, more organizations will
implement Home-office, improving their productivity and employee satisfaction.

Fig. 4. Cost in dollars of travels of the developers in Mexico City.
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Abstract. Today, the nanotechnology is the most critical technology that helps
in many scientific advances, because this science allows us to work with
molecular structures and their atoms, obtaining material that acts chemical and
biologically different to those manifesting in bigger longitudes. Many sciences
join nanotechnology to improve their researches, and one of them is medicine.
In nanomedicine, many researchers are looking for a way to obtain information
about these nanometric materials to enhance their studies that lead in many
occasions to prove these methods or to create a new compound that helps
modern medicine against dominant diseases. Years after years the world
increase trials with these nanomaterials and in this work the authors are going to
demonstrate this issue, using the clinical trials repository in one of the most
famous trials web pages. Many scientists that work with these trials, wish to
obtain only the ones those that need, but in these repositories, they have to
search and read each one to make sure that the trial is about what they are
researching. The authors implement an application for build a train model that
involved a new method of pre-processing text to classify through logistic
regression in these trials. For this classification, the authors downloaded an
entire database (www.clinicaltrials.gov) and used nanoinformatic with an arti-
ficial intelligence machine learning supervised algorithm to classify them. The
authors classified trials that are about nanomedicine and trials that not. And
finally present the results of the number of clinical trials that are about
nanomedicine.
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1 Introduction

When someone talks about nanotechnology many definitions come to our head, one of
these is when we spoke about tiny robots that make different functions inside the place
where they were implanted, but that definitions mention a little part of a large gamma
of uses where this science can be used. The “U.S. National Nanotechnology Initiative”
(NNI), define the nanotechnology is the science, engineering and technology created in
Nano Scale. NNI classified that material between 1 to 100 nm is considered a nano-
material. In Fig. 1 the authors showed a size comparison between things.

The nanotechnology represents one of the most significant promises of many sci-
ences, it is considered as an opportunity to create new solutions that can be very
significant through multiple scientific disciplines like the biomedicine [27]. The bio-
medicine is a science that applies many natural science principles in the clinical
practice through the research of physicopatologic process considered inside the
molecular biology, chemistry and physics interactions. The result of combining bio-
medicine and nanotechnology give us the nanomedicine that is regarded as science that
use nanoparticles and nanomaterials to research new methods that can be used in
clinical trials analysis for the physicopatologyc process.

A new approach for the strategic information management obtained by nanome-
dicine created a necessity. This improves new data mining methods that helped
researchers to get this kind of information. The National Nanomanufacturing Network
in 2007 created a new part of nanotechnology for these proposes and they called it
nanoinformatic. This science helps to obtain the real vision of what informatics need to
do for research about nanotechnology [National Nanomanufacturing Network, 2007].
This branch of nanotechnology involves the development of useful tools, technologies
and methods to collect, standardize, integrate, analyze and visualize relevant infor-
mation that concerns the nanomedicine, like physicochemical properties, biological,

Fig. 1. Size comparison in nanometers
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clinical and toxicological effects of the drugs, diseases or nanomaterials. All this
information about nanomedicine is inside big repositories of medical trials, but all of
this information is messy.

1.1 Nanoinformatics

Nanoinformatics is the science and practice of determining which information is rele-
vant to the nanoscale science and engineering community [25]. And when someone
wants to develop and implement effective mechanisms for collecting, validating, stor-
ing, sharing, analyzing, modelling, and applying that information, it helps much more.

In [25] shows that this science is necessary for intelligent development and com-
parative characterization of nanomaterials, for design and use of optimized nanodevices
and nanosystems, for development of advanced instrumentation and manufacturing
processes, and for assurance of occupational and environmental safety and health.
Nanoinformatics also involves the utilization of networked communication tools to
launch and support efficient communities of practice. And the most important reason
for this work is that this science has to be used because it fosters efficient scientific
discovery through data and text mining and machine learning.

When people want to research, this science will allow them to leverage the findings
of other efforts in support of their investigations and to improve the impact of their
research. In Fig. 2 the authors show the Traditional Scientific Data Lifecycle, and one

Fig. 2. Traditional scientific data lifecycle
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of these steps is the text mining that is used for the extraction of real and important
information about the subject that the researcher wants to find out.

1.2 Text Mining

The text mining is used when a researcher wants to process unstructured information,
like trials, or some text that is not in databases and help to change it in information that
he can use, and, thus, make the information contained in the document accessible to the
various data mining using statistical and machine learning algorithms. In text mining,
the information can be extracted to derive summaries for the words contained in these
documents or to compute summaries for the documents based on the words contained
in them. Hence, the researcher can examine words, clusters of words used in docu-
ments, etc., or you could analyze documents and determine similarities between them
or how they are related to other variables of interest in the data mining project [24].

This article was based on a master thesis [26]. All the process and the pre-process
were implemented on a huge base of clinical trials (www.clinicaltrials.gov). On May
08, 2018 the authors downloaded 272,492 clinical trials. In this repository every day
many more clinical trials are added.

There are many challenges with the management of databases or repositories of
information, such as the automatic classification of these, because there is a problem
when a researcher wants to find all of this, because the regular search in a website is
based only in the title or the keywords of the trial, but sometimes the trials’ authors did
not put it in any of this two places, and they talked about it inside the trial. This is the
case with the nanomedicine trials, for example in Fig. 3 the authors wrote “nanome-
dicine” and only two trials were found. As well as knowing where in the world more
clinical trials are being done on nanomedicine or related sciences.

Fig. 3. Searching “nanomedicine” trials
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That is the reason why the authors helped to know the percentage of nanomedicine
works - nanoparticles, nanodevices, nanomaterials - of one huge repository that contain
many types of records such as biomedicine, medicine in general, nanomedicine, uses of
medical devices, etc. And this repository is ClinicalTrials.gov that its base is in North
America.

The paper is organized as follows: Sect. 2 discusses the methodology and inside, it
had the steps that the authors made for obtaining the goal. Section 3 presents Results of
the pre-processing method and the process of classification. Section 4 describes the
conclusion, and finally, Sect. 5 presents some suggest areas for further investigation.

2 Methodology

The method used in this work was the union of three essential phases that helped this
method of text mining that was applied to clinical trial records, the first is the collection
of the database for the training of the algorithm and the database for the algorithm test;
second is the clinical trials pre-processing to obtain the bag of unigrams (it can be
defined as a token extracted from the text) and to transform them into files that the
classifying algorithm could read and thus build the model for comparison with the total
repository that includes all the clinical trials obtained from the ClinicalTrials.gov page
And the third one is already comparing the model with the databases and obtaining the
results for the correct discussion of the topic of this work.

2.1 Database and Resources

For the training of the model proceeded to download the article from https://www.
clinicaltrials.gov. After that, we proceeded to separate the clinical trials that contained
the term “nano” and those that did not.

2.2 Text Pre-processing

For the pre-processing of the data, the software was developed in Visual.Net based on
the logistic regression of Lasso, to filter terms, digits and phrases that are not necessary
for the search of patterns.

In Fig. 4 is shown the steps that were followed for this pre-processing phase that
were 10: (i) the tokenization, (ii) the replacement of digits, (iii) the putting in lowercase
letters, (iv) the elimination of stop words, (v) the elimination of textual characteristics,
(vi) the obtaining of the frequencies of each term per document, (vii) the obtaining of
the sum of the frequencies of each term for the set of documents, (viii) the obtaining of
the IDF (Inverse Document Frequency) of each term in the set of documents, (ix & x)
and apply two rules that helped to reduce the bag of words to be able to make more
precise the classification. In order to do these steps, the programming language Visual
Basic 2010 Express was used, since it is an easy-to-use language for functions with
words, and contains functions that helped me to separate and replace texts in a simpler
and faster way.
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2.3 Software Developed for the Pre-processing

For this phase, is important to know that the authors developed the software on Visual
Basic 2010 Express to classify the training base, and used Microsoft Access 2010 for
database.

Fig. 4. The procedure of the methodology to be followed
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In this tool the authors had two possibilities to create the bag of words or unigrams,
one is to create the quick list using the 10 steps and the other is if the authors already
had a bag of words assigned and they only want to transform the files so that the
classifier can read them. In this work, the authors used the first one.

As a first step, the authors had to write in the first box (shown in Fig. 5) the label of
each category for the future classification. Next, they pressed the training button and
the list began to be created in the row of data found in the part called “Values”, which
showed the name of the files that are being pre-processing, the title of the record, the
date it was published and the number of unigrams found in it (Fig. 6).

Pressing the training button, the first 7 steps were applied, until obtaining the IDF
values for the “NANO” category, and a data table was filled. This table is called
TABLE OF RESULTS that is showed at Fig. 7.

Fig. 5. The interface of the software for pre-processing

Fig. 6. Result of the revised files, showing their title, number of unigrams and date of
publication
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When these steps were done and a bag of words or tokens were created, the
software asked to apply the first rule; that is the 8th step in Fig. 4. This process helped
to obtain the words that were going to be used for classification. Finally, one last
message will appear, informing that category 1 is complete.

The next step was to choose the “NO_NANO” category. In the same way, as in the
previous process, the software showed a message when the process has finished with
this second category and show the result in the total picture.

To complete the pre-processing the authors had to press the “Improve Unigrams”
button. This process is for apply the second rule that was created to improve the bag of
words, in this case, corresponds to steps 9 and 10 above.

2.4 Development of the Model

For this phase, the authors used 500 clinical trials:

1. The 250 nanomedicine clinical trials, and,
2. The 250 no nanomedicine clinical trials,

These were chosen manually from the repository of ClinicalTrials.gov. The authors
searched about trials with the word “nano” and randomly took 250. When the authors
read these clinical trials, some of these were about nano devices, but these devices only
use “nano” on their names because they were tiny but not nanometric, and because of
these error the authors had to read all of them to make sure that they were about
nanomedicine.

After the manual classification, all these trials had to be transformed. The authors
chose the set of records of clinical training trials with the label “NANO”. Then they
made it go through a process of transformation, which chose the group of unigrams that
are inside each trial and transformed them into an index number and followed by the
symbol of two points “:” the IDF value of that term is added to it.

Finally, the authors transformed all the documents in the repository and thus obtain
a single document with all the values. And for finished this phase the authors had to do
the same procedure with the second category but this time, in the beginning, we put the
label of 2, and with that they already differentiate the records of each category. This is
recorded in a single file.

Fig. 7. Table of results, showing the unigrams and the corresponding values to each one
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2.5 Model Application: Logistic Regression Algorithm

For this phase, the authors used Python 2.7 with the library called LibLinear.

When the single file is obtained, it was used to create the model for comparison and
then classification. Like the Fig. 8 shows in the part of “svm_read_problem” the
authors had to put the single file, then it was trained and finally, it was tested.

The next step was to test the model obtained, first it was tested with the training
repositories, and these clinical trial records had to be transformed into text files with
IDF values. This step helped the authors be sure to use it for the entire repository. The
only drawback between these pre-processing is the time it takes to transform these
records into text files, which the authors will put as an essential item in future research
to find ways to make these transformations faster.

In [26] showed that the model used is the model12, in this master thesis, showed
the entire test that the author did.

3 Results

For make this pre-processing and comparison for training and testing the 272,492
clinical trials, the authors used a laptop with Windows 10 with 8 Gb of RAM, Core i7
7th Generation, and for the process the authors used a Virtual Machine with Ubuntu
14.07 LTS with 2 Gb RAM and the same processor that they used on Windows.
Table 1 shows the time that the 10 phases and the process of this method took.

Fig. 8. Python software to create the model for the classification
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The time it took to make the model was 26 s after the pre-processing, the time of
transforming the two deposits into documents that can be used by the linear regression
algorithm was 1 day 18 h, and finally the time to give us the percentages of the
classifier varied according to the size of the repository, in this case, it was between
1 min 26 s and 2 min 03 s.

At last, the authors separated the clinical trials in 14 folders, because was more
accessible to compare it by 20,000 trials each folder that compare all the 272,492 trials.
After obtaining the model to be used for the logistic regression classification, it was
used with the entire Clinical Trials Repository of medicine from ClinicalTrials.gov
portal, and these were the results (Table 2):

Table 1. Total time that the pre-process and process took

Phases Day Hours Minutes

1rst, 2nd & 3rd 2 6 15
4th, 5th & 6th 3 8 26
7th & 8th 0 11 21
9th 1 0 12
10th 0 10 5
Process 0 0 3
Total 7 days 8 h y 32 min

Table 2. Obtained results

Clinical trials
NO NANO QTY NANO QTY TOTAL

Part 1 91.935% 18387 8.065% 1613 20000
Part 2 91.775% 18355 8.225% 1645 20000
Part 3 90.380% 18076 9.620% 1924 20000
Part 4 90.585% 18116 9.4155 1884 20000
Part 5 90.055% 18011 9.945% 1989 20000
Part 6 90.245% 18049 9.755% 1951 20000
Part 7 90.095% 18019 9.905% 1981 20000
Part 8 89.1205 17824 10.880% 2176 20000
Part 9 88.752% 23371 11.248% 2962 26333
Part 10 86.61% 17299 13.39% 2701 20173
Part 11 85.58% 17116 14.42% 2884 20000
Part 12 85.73% 17146 14.27% 2854 20000
Part 13 85.30% 17061 14.70% 2939 20000
Part 14 84.03% 5030 15.97% 956 5986
TOTAL 11.17% 30,459 272,492
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The first 20,000 documents are the older trials, and the last folder had the recent
clinical trials. Figure 9 shows the increased of nanomedical clinical trials from older
ones to the new ones. In 2015 the researches started to use nanomedicine for many
diseases, and the most important of these is cancer. And for now 2018 the Fig. 9 shows
that the use of nanomedicine is growing up, the last folder is only the first three months
of 2018.

4 Conclusion

The authors provided an application developed for this classification and also imple-
ment a new method of pre-processing text that is based on 10 steps. The authors used
them to classify these clinical trial records and to make this training model easier.
Thanks to this method applied in the repository, valuable new records containing
nanomedicine and nanotechnology information could be discovered, that with the
normal algorithm of search was not discovered.

There were 30,459 clinical trials that are about nanomedicine in this repository that
is one of the huge repositories of clinical trials until May 8th, 2018.

It was also possible to extract the potential terms and new patterns in the data of
nanomedical areas such as genotoxicity and targeted drug therapy, where certain
underlying patterns and trends could lead to inferences that inform future nanomedicine
research.

Fig. 9. The increase of clinical trials containing nanomedicine information
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Also in Fig. 9, the authors showed the growth of trials related to nanomedicine,
which shows that it is now much easier to find information related to this area, in
addition to the use that is being made for the control of diseases.

5 Future Works

For future works with the data obtained in this repository can be used to classify new
future categories, such as dividing these records of clinical trials in nanomedicines,
nanotoxicity, nanodevices, nanomaterials, physical, biological, chemical properties of
nanoparticles, diagnostics, therapies, methods and some categories that have to do with
nanotechnology.

Other future work is that this training pre-process model can be applied in other
repositories from areas of different sciences, for the detection and correction of doc-
uments related to a theme, in the same way as that used in the analysis of related
information to a given event of big data with the purpose of getting opinions from a
group. In addition, comparisons can be made with other repositories of clinical trials to
verify the validity of the algorithm created, checking response times, generated graphs,
and search accuracy.
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Abstract. The article focuses on the practical field of the development and
implementation of a software application developed for the automatic processing
of eight metrics to calculate the lexical complexity in a corpus that contains the
transcriptions of university educational videos in Spanish called VYTEDU,
prepared by teachers from the University of Guayaquil, Ecuador. The obtained
result allowed to demonstrate the different indexes of lexical complexity that the
texts have in terms of the comprehensibility of their content. One of the main
characteristics of the texts lies in the difference in size and content. It should be
noted that although some texts had greater content, the index of lexical complexity
was lower than other texts whose content was smaller in size. The diffusion of the
software supposes the use of it as a tool to continue researching in the field of
Natural Language Processing. The application developed using free software
tools facilitated the use of libraries in the field of Natural Language Processing
contributing to the analysis of the complexity of text comprehension, making this
research a second step to build an automatic simplification tool for text in Spanish
in the higher academic field that is proposed as future work, since the first step was
the construction of the VYTEDU corpus together with its publication.

Keywords: Reading comprehension � Lexical complexity � Metrics �
Free software

1 Introduction

Higher education institutions expect receiving students whose reading comprehension
skills have reached an adequate level to be able to face higher education [1]. But this does
not happen in reality, even in daily practice we find students who have difficulty not only
in reading a text, but also in writing a text, presence of spelling mistakes in the writing of
some material, they read but do not understand, anyway, this, therefore, hinders the
understanding of the content of the texts [2], and if we add the lexical complexity with
which some texts are written, it becomes a barrier in its comprehensibility and therefore
in learning, since it is indisputable that texts are a source of knowledge [1].

The readability is one of the required elements so that the content of the information
can be understood in a simple and clear way, while the relative difficulty that appears
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when deciphering the written words would be a cause for the readers of any level not to
understand the content of information [3], knowing that comprehension consists in
understanding the meaning of content presented in a text [4].

There are two factors that hinder the comprehension of reading in a text: the first is
not knowing the lexicon1, that is, the words, and therefore their definition; success or
failure of the reader’s understanding of a text will depend on knowledge or ignorance
of the words that compose it, creating a barrier in the second language students in this
case of Spanish, people who have some kind of special capacity as Asperger, Down
syndrome, Autism or also in people with low literacy.

The second factor is the difficulty in recognizing syntactic structures, that is, the
order in which words should appear in sentences or phrases to avoid ambiguities when
making an expression [4].

We present the results of a recent work carried out in the CEATIC2 in September
2017, where eight measures were applied to calculate the lexical complexity in the
VYTEDU3 corpus; the metrics that were considered were those defined by the authors:
Anula (2008) [5], Saggion (2015) [6], and Spaulding (1956) [7].

The objective of this research is to analyze the lexical complexity contained in the
texts of the corpus.

Section 2 presents the related works where the lexical complexity metrics have
been applied, as well as where the metrics have been applied in the text simplification
systems even for the simplification systems proposed for Spanish.

Section 3 shows the Materials and methods that have been applied, as well as an
explanation in detail of each of the text complexity metrics proposed by different
authors.

In Sect. 4, the results and the discussion are presented through an analysis of the
data obtained from the application of the lexical complexity metrics in the VYTEDU
corpus and university texts.

In the last section we present the conclusions and future works that can be
undertaken from this research work.

Finally, we thank the researchers from University of Jaén who contributed to this
research.

2 Related Work

In the researched documents, literature has been found in which lexical readability
metrics are implemented to evaluate complexity with the many texts written. These
measures are mostly implemented by the automatic text simplification systems but have
not yet been implemented in the educational field.

1 Lexicon – According to the dictionary of the Royal Academy of the Spanish Language, its meaning
is the “set of words of a language, or those that belong to the use of a region”. Official website
available at http://dle.rae.es/?id=ND3Rym3.

2 CEATIC: Center for Advanced Studies of the University of Jaén (Jaén-España). (by its initials in
Spanish).

3 VYTEDU: Videos and Transcripts in the Educational field. (by its initials in Spanish).
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According to Saggion (2015) the way in which the texts are written can be a
difficulty, resulting for many people being a barrier, which can affect many users such
as: non-native speakers, people with little literacy level, people with cognitive specials
abilities [6].

The metrics of the lexical complexity were also calculated in the implementation of
a simplification system of texts in Spanish called Simplext that evaluated the com-
plexity with the objective of creating accessible texts.

In many researches works, metrics have been used to evaluate the systems for
automatic simplification of texts for Spanish, these systems seek the comprehensibility
of the texts.

Seven measures of lexical readability (except measure 8 - ARI) were automatically
calculated in a system of evaluation related to systems of simplification of texts in
Spanish, tested in a corpus of original news texts and their manual simplifications
oriented to people with special cognitive abilities [8], we have taken as reference base
for our purpose in this investigation, the calculation of the lexical complexity of uni-
versity texts in Spanish in the VYTEDU corpus, to determine the complication that
could result in students reading non-readable texts.

Recent studies show that lexical readability metrics have been applied to demon-
strate the most important features to determine the recommended age for reading
children’s texts, where the work applies to twelve of the metrics most commonly used
to calculate lexical and syntactic readability, which are the formulas of Anula (2008),
Spaulding (1956) and Saggion (2015), obtaining as a result that the factors of lexical or
syntactic complexity in any case do not determine the recommended reading but the
key factor is in the use of certain vocabulary [9].

3 Materials and Methods

3.1 Characteristics of Materials

All text files contained in VYTEDU were considered. This corpus is made up of 55
videos along with their respective transcripts in the higher academic field and they
correspond to different subjects dictated by the teachers, these texts were recorded
during the class day, within the classrooms of the University of Guayaquil, Ecuador.

One of the main characteristics of the texts lies in the difference in size and content.
It should be noted that although some texts had greater content, the index of lexical
complexity was lower than other texts whose content was smaller in size.

3.2 Method

They are a total of 8 metrics that were considered and implemented in the analysis of
the texts of the corpus, the metrics proposed by Anula (2008) to calculate the lexical
complexity, are the ones shown below (Table 1):
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LC ¼ LDIþ ILFWð Þ=2 ð1Þ
ILFW ¼ N lfwð Þ=N cwð Þ � 100 ð2Þ

LDI ¼ N dcwð Þ=N sð Þ ð3Þ

The measure proposed by Spaulding (1956) was also taken in consideration: SSR-
Spaulding Spanish Readability, the implementation of this formula allows to obtain in
an exact way the difficulty of reading a material, this formula has been implemented in
several research works to obtain the levels of reading difficulty in school textbooks [7].

SSR ¼ 1:609N wð Þ=N sð Þþ 331:8N rwð Þ=N wð Þþ 22:0 ð4Þ

where, N(w): number of words in the text.
Other measures also proposed by Anula (2008) were implemented to calculate the

Sentence Complexity Index, as a measure of the complexity of sentences in literary
texts [5], they are:

SCI ¼ ASLþCSð Þ=2 ð5Þ

ASL ¼ N wð Þ=N sð Þ ð6Þ

CS ¼ N csð Þ=N sð Þ ð7Þ

where, N(cs): number of complex sentences.
One of the indexes most used for its ease of calculation is the Automated Read-

ability Index, better known as the ARI (Automated Readability Index) for its acronym
in English. This index measures the difficulty of a text based on the average number of
characters (letters and numbers) per word and the average number of words per sen-
tence, the formula indicates the following:

4:71 � num characters=num wordsþ 0:5 � num words=num sentences� 21:43 ð8Þ

Table 1. Basic definitions for the calculation of the complexity measure.

Component Detail

LDI Index of lexical distribution
ILFW Index of low frequency words
N(dcw) Number of different content words
N(cw) Number of total content words
N(s) Number of sentences in the text
N(lfw) Number of low frequency words
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It refers to a readability test designed to measure the comprehensibility of a text,
that is, how easy it is to understand the text [6, 10]. The greater the value of this index,
the more difficult the text presents. The result of this formula is a number that
approaches the level of the reader’s necessary degree to understand the text.

To carry out this task, first, the plain text .txt files containing the transcripts of the
VYTEDU videos were re-recorded using the UTF-84 format.

A function was created to take as an input a list of tokens and generate a list of
sentences. For this, we carried out the treatment of each text through the following
steps:

1. The text of the file read was passed to this function as input and the result was the
generation of a list of tokens, each token corresponded to a term (word, number or
punctuation mark). Abbreviations such as US, U.S.A, among others, words with
intermediate hyphens, currencies and percentages were allowed, e.g.: $ 12.40, 35%,
36.3 €, ellipsis “…”, more than two spaces, also the symbols [.,; “‘? (): - _`’] were
considered isolated tokens, and once the tokens were extracted from the text they
were converted to lowercase.

2. Then we group the obtained tokens by sentences, for this the end of sentence
markers were specified.

3. We proceeded to the elimination of words of low semantic content, those words are
also known as empty words [11], these are words that have no meaning or as they
are also called: stop words (in English). To achieve that, it was enough to go
through the tokens and eliminate those terms that appear in a dictionary of empty
words, NLTK incorporates one of these dictionaries for Spanish.

4. Currently, NLTK does not have a POS-tagger5. Commonly called POS Tagging, it
is a labeling of the words of a text according to its grammatical category, but we can
use the NLP group of Stanford University; the tagger6 was downloaded from
Stanford University and placed on the same route where the notebook is located,
proceeding to unzip it [12, 13].

Later, each token was converted into a tuple, the same one that was made up of the
token and the POS (Part-Of-Speech tagger that specifies if the token is a noun, verb,
pronoun, preposition, adverb, conjunction, participle and article).

Finally, we proceeded to filter to stay alone with adjectives, verbs and nouns. With
all this, the following structures were obtained:

• The list of sentences, in which each sentence is a list of tokens.
• List of words but without empty words.
• List of words but associating the POS of each word.
• List of words keeping adjectives, verbs and nouns.

4 UTF-8: (8-bit Unicode Transformation Format). According to Yergeau (2003) “it is a transformation
format of ISO 10646”.

5 POS-tagger – Part-Of-Speech tagger, also known as POS Tagging, Mesa (2016).
6 TAGGER of Stanford University, available at https://nlp.stanford.edu/software/stanford-postagger-
full-2017-06-09.zip.
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Low-frequency words were calculated, then the number of words with different
content, the number of sentences, the total number of total content words and the index
of low frequency words were calculated. The data previously obtained allowed us to
calculate the Index of Lexical Distribution - LDI.

4 Results and Discussion

4.1 Results

Finally, the LC - Lexical Complexity was obtained, whose values came from the
calculations previously made (see Fig. 1). As a result of the application of the formulas
to obtain the index of the lexical complexity in each university text, the following were
obtained: the number of low frequency words, the number of different words and the
number of sentences, which in turn allowed obtaining the indexes of the lexical dis-
tribution, index of words of low frequency and the lexical complexity of the text (see
Fig. 1).

The basic results have been achieved that will allow us to complement the analysis
of the formulas proposed in Sect. 3.

Some statistical formulas were also implemented in the developed code that helped
to complement the analysis of the lexical complexity of the texts, such as: minimum
value, maximum value, median and quartiles. After processing the VYTEDU corpus
files (see Fig. 2). As can be seen the most relevant data is shown after processing each
text of the corpus, which will show us the legibility of the corpus texts, obtained
according to the proposed formula, it can be observed that both the number of low
frequency words such as the index of low frequency words are within normal values,
do not exceed the limit, that is, these are those that can not be found in the list of the
1500 most common Spanish words provided by Spaulding (1956) [6], which means
that the lexicon used by two teachers facilitates learning in students.

Fig. 1. Execution of the application for the calculation of the metrics of the lexical complexity
in the VYTEDU corpus.
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It should be noted that according to the analysis of the data, the LC (Lexical
Complexity) in some texts is high, which means that the content becomes difficult in
some cases, this is also due to the number of rare words that the teachers are using
when they teach their classes. With the above data, the SSR could already be calculated
(see Fig. 3).

The result obtained when classifying the SSR - Spoulding Spanish Readability in
the texts of the corpus is the following: the mean is considered in the value of 184 what
it means according to the table of reference values proposed (120 - and above) [7], the
texts present an exceptional difficulty of being read the texts written in Spanish. 25% of
the texts have a value of 165, which according to the table of values are also within the
range of exceptional difficulty, while 75% and the rest are above the values described
previously. The university texts used in this analysis are within the level of excessive
difficulty, their content can not be easily read without having to resort to mental skills
exercises and implementation of types of concentration to understand their content.

The SCI proposed by Anula (2008) as a measure of the complexity of sentences in
a literary text, next, the ASL (Average Sentence Length) and the CS (Complex Sen-
tence) were calculated, finally obtaining the SCI (Sentence Complexity Index).

Punctuation marks (PUNCT) refers to the average number of punctuation marks per
text. This can be obtained with a POS and counting the frequency of the PUNCT label
(with Freeling, for example). The punctuation marks directly influence the clarity and
comprehension of the content of the text contributing to its correct interpretation [14].

Fig. 2. Implementation of statistical formulas in the results from the Lexical Complexity in the
archives of the VYTEDU corpus.

Fig. 3. Calculation of the SSR in the texts of the VYTEDU corpus.
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After implementing the statistical measures in the results obtained from the cal-
culation of the metrics (see Fig. 4).

It can be seen that the average lexical complexity of the corpus obtained is 6.48, the
minimum value is 2.6 and the maximum value is 15.27 according to the data (see
Fig. 4).

For the analysis of the data obtained from the application of the lexical complexity
metrics in the texts of the university videos those texts were chosen taking into account
the number of words and their respective result of the lexical complexity - LC, it is
considered that not necessarily the texts that are composed of more words are those that
have higher LC index, for this we have considered as an example the texts Video-17
and Video-10. (see Fig. 5).

The text Video-17 has a quantity of 541 words and the text Video-10 has a total of
2918 words corresponding to the minimum and maximum value of words respectively
according to the statistical data presented in Fig. 5. The values of the measure of LC are
6.47 and 7.668 respectively, that is, with a fairly short difference; if we compare it with
the number of words in the Video-55 text that we have taken as reference because
according to Fig. 5 it is the one with the highest value of LC, it is composed of 768
words and an LC of 15,274 is located like the one of greater LC of all the corpus, that
is, to say a text of great complexity.

Fig. 4. Implementation of the statistical formulas in the results of the metrics executed in the
VYTEDU corpus.

Fig. 5. Calculation of the Lexical Complexity - LC.
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It is worth mentioning that there are texts such as Video-24 which is composed of
611 words, just a little above the total number of words in the Video-17 text, but it has
an LC of 2.56, which is much lower than the LC of the Video-17 text. it is 6.47, which
can be concluded as a text of easy comprehensibility. Regarding to the SSR measure, in
the values presented in Fig. 5, if we take these texts as a sample, we would have the
data presented for the SSR (see Fig. 6).

The SSR is related to the number of words, that is why we will analyze the texts of
Fig. 5. We can observe according to the data presented in Fig. 6, we see that the text
Video-01 has a total of 1510 words and an SSR of 182,707, while the Video-55 text
has a much smaller number of words and has an SSR of 297,941. Also, the text Video-
24 has a total of 611 words, that is, at the moment it is the smallest of the texts of this
analysis of the SSR presenting an SSR of 161.64. The text Video-10 has an SSR of
238.35 when its total of words is 2918, that is to say a total of words much greater to
those presented in the previous texts and its SSR did not surpass the calculated of the
text Video-55.

Regarding the SCI analysis of the texts of the corpus, we have taken a sample of
texts, observing a very high sentence complexity index; for this, the columns of the
number of words, number of sentences, number of complex sentences and the SCI have
been considered (see Fig. 7). The text Video-24 contains 611 words and has an SCI of
6.98 while the text Video-55 has 768 words and an SCI totally superior to the previous
one being this one of 56.45; text Video-46 is slightly larger in number of words than
text Video-55 and its SCI is 66.7, when analyzing the text Video-07, this contrasts the
previous ones since the SCI is 11.96.

Fig. 6. Calculation of the Spaulding Spanish Readability - SSR.

Fig. 7. Calculation of the Sentence Complexity Index - SCI.
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In the calculation of the ARI made in VYTEDU it can be seen that there is an
average of 26.34 where the minimum value calculated is 8.37, which means that it is an
easy to read text, while the maximum value calculated is 65.33, this being a text
difficult to understand because of the high value obtained (see Fig. 8).

The 25% of the texts of the corpus have an ARI lower than 15.43 which is easily
accessible, another 25% has an ARI that is between 15.43 and 20.50 which means that
it is slightly complex, another 25% is between 20.50 and 33.46, that is, 50% of the texts
of the corpus present a moderately complex index of difficulty, while the last 25% have
a very complex percentage of comprehension difficulty since it is above 33.46.

The calculations were obtained for Punctuation Marks (PM) (see Fig. 9) where
25% of the texts have a number of punctuation marks lower than 74, another 25% is in
the range of 74.50 to 102, while 25% is between 102 to 138 and the last 25% of the
texts of VYTEDU have an amount greater than 138.50 with the maximum number of
344 punctuation marks in the content of the text.

According to the results, it can be seen that there are texts that have a very large
number of words and a smaller number of punctuation marks compared to others, such
as the text Video-07 that has 1502 words and has a PM of 99, while the text Video-01
has 1510 words and a PM of 170, that is, with a slightly higher number of words and a

Fig. 8. Calculation of the ARI - Automated Readability Index.

Fig. 9. Statistics obtained from the PM - Punctuation Marks.
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much higher PM. Another case is the text Video-39 with a number of words 2275 and a
MW of 91 showing a greater difference in number of words and a much lower MP
compared to the text Video-07.

Another case that can be seen is the text Video-45 that contains a number of words
of 2417 and a PM of 344, compared to the text Video-10 with a total of 2918 words
and a PM of 215, that is to say it presents a radical difference in both the number of
words and punctuation marks.

4.2 Discutions

Our research work is aimed at the evaluation of lexical complexity in university texts in
Spanish of the VYTEDU corpus, while Saggion et al. took a corpus of 200 news texts
from different sections, in both researches works 8 metrics of lexical readability
(presented by this research) were applied. Saggion et al. presented the first system of
simplification of texts for Spanish to “evaluate the level of reading difficulty of the texts
produced by the human being” [6], where comparing with the results of manual
simplification, there is a margin that is between a 30% to 40% difference of the values
provided from the calculation of the metrics versus the manual simplification
performed.

One important aspect must be considered, Saggion et al. propose that these indexes
can be used in automatic evaluation in systems of simplification of texts in Spanish to
evaluate the complexity of texts, so our research work is based on this premise, which
has allowed us to calculate the complexity of the texts and be able to obtain the result of
the analysis of these, allowing us to determine the lexical complexity with which the
subject is taught by university professors, determining the level of difficulty that is
presented to university students in terms of the comprehensibility of their content.

It should be noted that the legibility measures applied by Saggion et al. were also
applied in a recent research paper by Lopez et al., the same ones that base their research
on the metrics most commonly used to calculate lexical and syntactic readability; in
this work twelve measures were applied in a corpus of 300 texts of readings in Spanish
addressed to elementary school students, obtaining as a result the determination of the
recommended reading age for a text.

These results help us to determine that some of the texts hinder students’ reading
comprehension, creating a barrier especially in those students with special cognitive
abilities what Saggion et al. want to show is that the way in which some texts are
written turns out to be a barrier in people.

5 Conclusions and Future Work

It is very significant to end our article presenting the conclusions of the most relevant
data that were obtained, as well as the future works that will be developed from it.

The creation of the VYTEDU corpus is a collection of academic videos in the
university environment, it is a contribution to continue advancing in the studies in the
field of text simplification in Spanish, according to research in the educational field, no
proposals have yet been presented.
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The analysis of the lexical complexity was carried out in the texts of the VYTEDU
corpus. The research work was empirical, based on a corpus of transcribed texts of their
respective academic videos. The building of the code through open source tools was
necessary for the automated execution of the lexical complexity metrics in the texts of
the VYTEDU corpus.

The results obtained show that having a corpus of university texts has allowed us to
carry out an analysis in terms of the comprehensibility of its content, which we believe
is a great contribution for the scientific community to continue advancing in the study
of techniques that help break down the barriers of the difficulty of understanding that
originates from the lexical complexity of the content of the texts.

During the analysis we observed that in several of the texts with less content, the
complexity index was superior to others that were of greater content and the same for
the different measures executed in the VYTEDU corpus. The results show that you
have to be very precise in the way you report, as this can cause a learning difficulty.

The application developed using free software tools facilitated the use of libraries in
the field of Natural Language Processing contributing to the analysis of the complexity
of text comprehension, making this research a second step to build an automatic
simplification tool for text in Spanish in the higher academic field that is proposed as
future work, since the first step was the construction of the VYTEDU corpus together
with its publication.

For future research, the evaluation of the results of the implementation of the
metrics in university academic texts can also be extended to analyze the complexity
index of academic texts at all educational levels, since the input of this research work
consists of contributing to education through the implementation of technological tools
that facilitate learning.
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Abstract. This study aimed to determine the causal factors, under uncertainty,
related to the decisions taken by students in the University of Guayaquil as
voters; at the time of electing a candidate as a student representative; similarly,
how effective are electoral marketing strategies applied by parties and student
groups for vote-catching. We proposed a methodology based on Fuzzy Logic
techniques and cognitive maps to create causality models relying on expert
criteria. Being these models useful for decision making, as well as analysis of
hypothetical scenarios based on the underlying concept structures that have the
most significant causal weight related to the effectiveness of electoral marketing
strategies.

Keywords: Fuzzy cognitive maps � Political marketing � Decision making �
Fuzzy logic � Scenario analyses � Marketing strategy

1 Introduction

Political-electoral marketing has been represented as a fundamental tool for research,
planning, and dissemination of strategic actions to develop an electoral campaign,
building communicational models, image and a congruent electoral discourse offering
solutions to the voter problems. However, political activities and electoral campaigns are
processes involved in a wide range of uncertainty where there are factors that can greatly
influence the effectiveness of decision making in marketing strategies [2, 8, 18, 28].

The beginnings of political marketing date back to the 50 s in the USA, when
General Dwight Eisenhower as presidential candidate requested the services of an
advertising agency [22, 26] to advance his television campaign, being the first one to
do it. Consequently, it was in this country, where through the communication media,
the political marketing started to develop itself progressively and permanently. From
this perspective, the candidate ideas and proposals can be distributed with a general
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need of the society, showing the appropriate actions that can be taken into account
when finding one or several solutions, in such a way that it achieves the voter’s
attention [15, 30].

1.1 Political Marketing

According to [30]: political marketing is indispensable for the development of presi-
dential campaigns because it creates new ways to convey messages and ideas and also
offers the opportunity to identify the masses, creating the desired reality through their
strategies, and thus, approaching to the vote-catching as the main purpose.

For a long time, it has been ensured that one of the most important variables to
explain citizens orientation at the time of giving their vote is the partisan identity. On
the other hand, political publicity as a technique for voter convincing, and leading to
the vote-catching [7, 9, 27, 34].

Rivera Costales in [9] carried out a study focused on Ecuadorian elections in 2006
where Rafael Correa Delgado won as President, hence one of the central points of the
victory in this election was an excellent electoral marketing strategy by using social
networks and the Internet, and moreover, a relatively youthful fresh profile with new
ideas. Mailing [16] was the highlighted technique; it was used to send emails offering
the message to all potential voters. The use of new technological strategies for com-
munication and information applied to market, was an innovation in Ecuadorian pol-
itics since it allowed to know the candidate profile by voters [21, 39, 40].

1.2 Electoral Marketing

The electoral marketing is part of the politician activity, and as it explains in [1], it
refers to a solid electoral campaign, which is in short-term contextualized in a space
and a specific time. It is confined to the pre-election stage (for example, three months
before the voting date). Hence the politician refers to a continuing action by political
parties, to consolidate their ideological stance in front of their voters and the society in
which it has or might have a direct impact [13, 37].

Political sciences are firmly based on vague and uncertain affirmations [23]. For the
analysis of uncertainty causalities and effects related to electoral marketing, “it is
assumed that individual behaviors are determined by their social environment based on
elements characteristics such as family life, work or community, and they have an
impact on the voting decision” [11, 29, 31, 35].

University of Guayaquil (UG) considered as the largest university in the student
population in Ecuador. It has strong political roots and a great sense of democracy
empowerment by its students [3], hence, it seeks to motivate its students politically to
attend the elections for any student representatives; this process leads students to
acquire a fundamental role to understand the political interaction existing inside UG,
[14]. However, the political logic shows the opposite every time it refuses by a critical
thought and gives relevance to subjet standardization; which reflects in the processes
developed by this institution presenting gaps that limit the political formation of its
students, and therefore, it reveals that they have a limited vision in terms of democratic
participation, causing an uncertainty environment at the time of electing their repre-
sentatives [4, 6] (Fig. 1).
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The goal of this research is to establish the uncertainty factors influencing the
students’ electoral decisions and to determine whether the application of diffuse cog-
nitive maps, will help optimal decision-making for the development of electoral
marketing strategies, in the elections of student representatives in the University of
Guayaquil [24].

The paper is organized as follows: Sect. 2 discusses Fuzzy Logic. Section 3 pre-
sents Fuzzy Cognitive Maps. Section 4 describes the Mental Modeler tool. Section 5
presents the results obtained, and finally, Sect. 6 presents our conclusions and suggest
areas for further investigation.

2 Fuzzy Sets and Fuzzy Logic Systems

The need to model real-world phenomena, which are inherently vague and ambiguous.
It makes use of modern mathematical tools, to efficiently process information. For
which the use of models based on fuzzy logic allows using concepts related to reality
following patterns of behavior similar to human thought, in such a way that will enable
us to simulate the presence of these factors, being of great use as support for decision
making in politician strategies [24].

Fig. 1. Process of an election campaign [10].
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In [42] mentioned that in fuzzy logic each uncertainty value would represent a
continuous value belonging to a diffuse set defined by the interval of [0, 1]; where 0
represents the total ignorance of any trait, whereas 1 the full knowledge of it. The
values located in this range are translated into the uncertainty degree that it has of the
feature, thus the values that tend to 0 representing a higher uncertainty degree while
those that are typical to 1 a greater certainty degree. Fuzzy logic is generally based on
fuzzy rules so that they allow representing the knowledge in the form of a relationship
between variables that are used, with the purpose of having a precise and clear result
from vague and imprecise information [36].

2.1 Membership Functions

In [41] indicated that typical membership functions such as the triangular, trapezoidal
and Gaussian (see Fig. 2). The membership function in a fuzzy set takes all the real
values in the interval [0, 1]. Therefore, it assigns a membership degree to a particular
set of elements called fuzzy-joint memberships. They will be used in MATLAB’s
fuzzy Inference system (FIS) [12, 19, 20].

A fuzzy inference system (FIS) is a way of representing inaccurate knowledge and
data in a similar way as it is done by human thought [41]. A FIS defines a non-linear
correspondence between one or more input variables and one output variable. It pro-
vides a basis for which to make decisions or define patterns. The FIS development
stages are shown in Fig. 3 and they are explained below [38].

Fig. 2. Membership functions.
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2.2 Causal Weights

For the evaluation of causal weights, we will use Matlab and its tool of fuzzy inference
under Mamdani method. For this, we must be clear about which concepts are con-
sidered in the electoral political marketing and what causal relationships are to model
the system.

Figure 4 shows the linguistic variables and their corresponding membership
functions, we used trimmf function for each variable.

To determine the causal weights between concepts, we support on the expert cri-
teria in student political context in the University of Guayaquil; and we consulted them
through a survey to know what was the impact that they considered of having over the
central concept “chances of winning” to develop the necessary fuzzy rules later.

During this stage, each expert defines based on its criterion, the relationship
existing between each pair of concepts, and for each causal relationship, it is obtained
K number of rules under structure (see Fig. 5):

if Ci is A and Cj is B then Wij is C,
end if

Fig. 3. Fuzzy inference system.

Fig. 4. Variable scheme “Chances to win”.
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Next, we use Matlab to create a fuzzy inference system, and through the centroid
method and the Mamdani inference mechanism, we add the rules, and the obtained
value from the de-diffusion is the value of the relationship. In Fig. 6, we present the
interface of rules editor in Matlab Fuzzy Logic Designer.

Fig. 5. Fuzzy Logic Designer with Mamdani.

Fig. 6. Matlab editor rule.
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After creating the Matlab rules, we get a weight of the different combinations given
in our fuzzy rules, for this, we let’s consider some example cases, such as the rela-
tionship “popularity with chances of winning”. We see that it has a 0.63 of causal
weight; active years in politics with vote bank of a causal weight of 0.55, and according
to that, we obtained 9 causal concepts that represent the linguistic variables that will
help us to obtain a model based on fuzzy cognitive maps, which have positive and
negative axis with a causal weight that goes from −1 to 1 whose scheme is represented
in Table 1.

Causal relationships between such concepts have a weight that represents the
influence degree of a concept A over a concept B, this is a fuzzy value in the scale
between −1 and 1, being 0 the absence of a relationship between the concepts. Then,
this numerical value is translated into a linguistic variable that describes the impact
degree of that a concept has over another. The linguistic variables are described in
Table 2.

3 Fuzzy Cognitive Maps (FCM)

The fuzzy cognitive maps (FCM) are graphs directed with fuzzy signs with feedbacks
and can model the events, values, and objectives as a collection of concepts when
forging a causal relationship between these concepts [25]. The models of fuzzy

Table 1. Causal concepts’ description.

Symbol Linguistic variable

C1 Active years in politics High, Medium, Low
C2 Vote bank In favor, Without impact, Against
C3 Internal conflicts Fully, Partially, Not
C4 Proposal fulfillment High, Medium, Low
C5 Campaign on social networks Yes, No
C6 Currently in government Yes, No
C7 Popularity High, Medium, Low
C8 Development in performance Good, Regular, Bad
C9 Chances of winning Very high, High, Medium, Low, Very low

Table 2. Linguistic variables’ description.

Variable Lingüística

Positively strong Negatively weak
Positively medium Negatively medium
Positively weak Negatively strong
No impact
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cognitive maps are created as collections of concepts, and the various causal rela-
tionships that exist between these concepts. The concepts are represented by nodes and
causal relationships by arcs directed between the nodes. Each arc is accompanied by a
weight that defines the degree of causal relationship between the two nodes. The weight
sign determines the positive or negative causal relationship between the two concepts
or nodes.

3.1 Fuzzy Cognitive Map in Decision-Making

The fuzzy cognitive maps allow to analyze thematic contents about any discipline,
situations and also processes that intervene in the development of operative strategies,
providing a mental image taken from the environment, and which it can be resorted to
analyzing the changes that occur in the situation as being investigated when the original
environmental stimuli are modified [33].

Similarly, we can create models of causality supported under the criterion of
experts by using fuzzy cognitive maps, being these models useful for the analysis of
hypothetical scenarios based on the underlying structures of the concepts that have
more significant weight Causality related in this case to the facts that affect the
effectiveness of the strategies of electoral marketing.

3.2 Parameters’ Definition

The nodes in fuzzy cognitive maps are represented by concepts that have causality and
might or not relate to an effect, these relationships between nodes are called causal
weight, and have a value between −1 to 1 where Wij > 0 expresses positive causation,
while for Wij ¡ 0 expresses negative causation, and Wij = 0 does not express any
relationship (see Fig. 7) [5].

The steps to follow up to make the adjacency matrix extracted from the fuzzy
cognitive map, where C = concept, W = weight, i = row, j = column, are described in
Table 3.

Fig. 7. Fuzzy Cognitive Map.
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3.3 Fuzzy Cognitive Map Inference

In [32] indicated that each concept in the graph of the fuzzy cognitive map has an Ai
value expressing the amount of its corresponding physical value. Hence, its causal
weight, for example, the popularity concept weights 1 and derives from the transfor-
mation of the fuzzy values assigned by the experts to the numerical values. In other
words, an expert group says that popularity has a very high causality on chances of
winning. Thus, its final weight would be 1. Now, these values will be displayed in an
array along with their concepts, called adjacency matrix, where Ci is the rows and Cj
the columns. The Ai value of each Ci concept is calculated during each simulation step,
calculating the influence of other concepts on the specific concept, selecting one of the
following equations (inference rules):

Kosko inference rule:

Ai kþ 1ð Þ ¼ f
XN

j¼1;J 6¼1
Wji X Aj kð Þ

� �
ð1Þ

Kosko inference rule modified:

Ai kþ 1ð Þ ¼ f Ai kð Þþ
XN

j¼1;J 6¼1
Wji x Aj kð Þ

� �
ð2Þ

Rescaling inference rule:

Ai kþ 1ð Þ ¼ f 2 x Ai kð Þ � 1ð Þþ
XN

j¼1;J 6¼1
Wji x 2 x Aj kð Þ � 1

� �� �
ð3Þ

3.4 Cognitive Map in Mental Modeler

Mental Modeler [17] has a web-based modeling application for support of group
decision making, and might be used by non-experts and need to design a simple model
and simulate its behavior for some scenarios the main disadvantage in the lack of
learning algorithm and its limited set of experimental operations.

The fuzzy cognitive map details 9 causal concepts (Fig. 8), which have positive and
negative arcs with a causal weight that goes from −1 to 1. Then, we determine the
adjacency matrix with their respective weights (Table 4). Hence, we observe that the

Table 3. MCD adjacency matrix.

Ci/Cj C1 C2 C3 C4 C5

C1 0 −1 0 0 1
C2 0 0 0 0,25 0
C3 0 0,5 0 0,75 0
C4 −0,75 0 0 0 0,25
C5 1 −0,5 −0,25 0 0
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connections weights of arcs are directed towards each causal concept, and have an
interval of −1 to 1, where Ci is the rows and Cj the columns. Ci increases causally to Cj
if the weight is greater than 0, it decreases if the weight is less than 0, and has no effect
if it is equal to 0. The causal concept C1 increases causally to the concepts C2, C4, C7,
C8, and C9. The causal concept C2 increases causally to the C9 concept. The causal
concept C3 decreases causally to the concepts C2, C7, and C9. The causal C4 concept
increases causally to the concepts C2, C7, and C9. The causal C5 concept increases
causally to the concepts of C7 and C9. The causal concept C6 increases causally to the
concepts C4, C7, C8, and C9. The causal concept C7 increases causally to the concepts
of C2 and C9. The causal concept C8 increases causally to the concepts C2, C7, and
C9. The concepts of C1, C2, C4, C5, C6, C7 and C8 increase C9. The concept of C3
decreases C9.

Fig. 8. MCD - Chances to win for political marketing.

Table 4. The adjacency matrix corresponding to MCD.

Concept C1 C2 C3 C4 C5 C6 C7 C8 C9

C1 0 0,55 0 0,54 0 0 0,58 0,54 0,54
C2 0 0 0 0 0 0 0 0 0,46
C3 0 −0,21 0 0 0 0 −0,21 0 −0,76
C4 0 0,62 0 0 0 0 0,58 0 0,75
C5 0 0 0 0 0 0 0,58 0 0,77
C6 0 0 0 0,55 0 0 0,58 0,55 0,56
C7 0 0,58 0 0 0 0 0 0 0,81
C8 0 0,62 0 0 0 0 0,58 0 0,77
C9 0 0 0 0 0 0 0 0 0
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4 Scenario Analysis in Mental Modeler

Scenario 1. Acandidate who has been in politics for a few years and had a vote bank
against, and has few internal conflicts and who fulfills many proposals and who per-
forms a good advertising campaign to pay social networks and is currently in gov-
ernment, and he is very popular and has a development in the middle performance. All
these variables were entered into Mental Modeler obtaining; as a result, 98% of chances
of winning (see Fig. 9).

Fig. 9. Scenario 1. Chances to win.

Fig. 10. Scenario 2. Chances to win.
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Scenario 2. Acandidate who has not been in politics for many years and who has a
vote bank against, and who has an average degree in internal conflicts and who fulfills
some proposals, and who does not carry out a campaign on social networks, and who is
not currently in the government, and he is something popular and has a development in
the average performance. All these variables were entered into the Web application
Mental Modeler obtaining; as a result, 72% of chances of winning (see Fig. 11).

Scenario 3. Acandidate who does not have years in politics and who has no bank of
votes in favor, and who has many internal conflicts and who does not comply with the
proposals, and who does not carry out a campaign on social networks of payment, and
that is not currently in the Government and that does not is very popular and has a
development in the middle performance. All these variables were entered into the Web
application Mental Modeler obtaining; as a result, 36% of chances of winning (see
Fig. 10).

5 Results

We obtained a fuzzy inference system that allowed acquiring the causal weights of the
relations posed through diffuse rules created from the criterion of the experts. It was
demonstrated by using fuzzy cognitive maps that corresponding concepts to the causal
variables, these influence the decision making of the political marketing strategy. And
it will be a great help to invest the capital intelligently based on data obtained, as an
approach can be considered the carrying out of segmented campaigns, according to the
geographic area and knowing the needs of the students. The student representatives can
feed the model. The fuzzy cognitive map can be modified according to each expert
criteria.

Fig. 11. Scenario 3. Chances to win.
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6 Conclusions

In this study, it was possible to model a fuzzy inference system allows creating events
between different variables that correspond to the political marketing, helping to
analyze the impact that a candidate might have for winning an election. For instance,
the student representative, who has to know how to offer his/her solutions through an
effective and quality campaign by listening to the needs of students in a specific market.

By using current technologies such as Facebook, and Twitter. Which might be used
as input data from statistics obtained at the end of the advertising campaign for data
analysis, and to improve the fuzzy cognitive map, in such a way that you can add new
variables and collect comments from students analyzing further negative and positive
causalities.
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Abstract. In companies there are dissimilar factors that influence the loss of
income, such as errors in planning, in decision-making, inadequate control of
projects and poor treatment of inaccuracy and uncertainty in the data. Some of
these causes can be mitigated if anomalous data contained in the information
systems of the organizations themselves are analyzed. Present research proposes
several algorithms to support revenue assurance in project management orga-
nizations. As a novelty, this proposal combines outlier mining, proactive risk
management and soft computing techniques. A variety of algorithms for
detection of anomalous data in revenue assurance is implemented in a library
based on free software. These algorithms apply methods based on data spatial
analysis, K-means, Mahalanobis and Euclidean distances, partial clustering with
automatic estimation of the clusters number, pattern recognition techniques,
heuristics, among others. In the research, cross-validation tests, non-parametric
tests and evaluation by a group of experts are carried out. For the application of
the proposal in a real environment, databases of finished projects are used and
the identification of situations generating anomalous data in project-oriented
organizations is achieved. In addition, the proposal has been implemented in a
computer tool dedicated to project management with which several companies
and centers of development of information technologies have benefited, with
more than 300 projects and 5000 users.

Keywords: Revenue assurance � Data analysis � Project management

1 Introduction

Currently, one of the forms of organization that has gained strength is integrated
management of projects, due to its applicability in different scenarios. This has led to
the proliferation of project management organizations in different areas of society and
standards such as the Project Management Body of Knowledge (PMBOK) [1] and
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Capability Maturity Model Integration (CMMI) [2] that reflect good practices for
project management.

Project management organizations are those that develop new products or services,
organizing human and material resources in form of projects with well-defined
objectives, start and end dates. A study carried out by Standish Group International,
showed that historically, the numbers of projects satisfactorily managed, renegotiated
and canceled, have moved by around 29%, 52% and 19% respectively [3]. An
important element that must be analyzed beyond the number of renegotiated or failed
projects is the economic and social impact of the same ones.

Despite efforts to improve management efficiency of these organizations, there are
still many difficulties that generate income losses. Among the fundamental causes of
project failure, shortcomings are identified in the planning, control, and monitoring
processes, as well as scarce mechanisms for risk management and human resources
management. Some of these causes can be mitigated if the anomalous data contained in
information systems of the organizations themselves are analyzed.

Associated with the discipline of revenue assurance [4–8], aimed at the protection
and recovery of financial resources in companies, the following deficiencies have been
identified:

• Dependency of human resources to carry out revenue assurance, which introduces
uncertainty in decisions and possible errors of operation.

• In project management organizations, phenomena such as heterogeneity in data,
imprecision and uncertainty are presented.

• These situations are not adequately managed with traditional revenue assurance
techniques; which affects effectiveness in the detection of anomalous situations that
generate income losses.

• Inaccuracy in this scenario is shown in the in-completeness and noise in data.
Uncertainty arises because data recorded depends to a large extent on perception
and expertise of systems users.

• Frequently proposed solutions are based only on reactive approaches and do not
adequately use active or proactive strategies of revenue assurance; affecting in this
way the efficiency of detection processes of anomalous situations.

• Difficulties in dealing with high dynamism, continuous improvement and diversity
of project management organizations.

• Often the implemented solutions constitute black boxes supported by proprietary
tools that affect the technological sovereignty of organizations. Full impact of
information management with these external tools is not known for sure.

It has been identified that many of these problems affect efficiency and effectiveness
of revenue assurance from the perspective of ability to detect anomalous data. Next,
concepts of efficiency and effectiveness used in this research are introduced:

Efficiency evaluates the time used by algorithms for the detection of anomalous
data in processes of revenue assurance.

Effectiveness reflects the ability to detect anomalous situations in data, usually
caused by fraud actions or operational failures, or detection and estimation of risks that
affect income.
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Present research proposes several algorithms to support revenue assurance in
project management organizations. It allows for the identification of situations that
generate anomalous data in said organizations. Risk management techniques, anoma-
lous data mining and soft computing are thus combined. The application of the pro-
posal includes a library of algorithms for the detection of anomalous data in revenue
assurance, which has been implemented in a computer tool dedicated to project
management.

This paper is organized in the following parts. Section 2 presents the main elements
of revenue assurance in project management organizations and the bases of algorithms
applied in data analysis. Section 3 exemplifies how revenue assurance is affected by the
algorithms used for predicting and detecting anomalous situations. Section 4 discusses
a real scenario’s results of the application and validation of this proposal. Finally,
conclusions and future works are presented.

2 Related Works

2.1 Project Management and Revenue Assurance

The greatest advancement in the development of project management discipline has
been the creation of schools or institutions dedicated to the formalization and stan-
dardization to develop new methods of organization and work. Among these institu-
tions is Project Management Institute (PMI) with its PMBOK standard [1], Software
Engineering Institute (SEI) with the CMMI standard [2], International Project Man-
agement Association (IPMA) [9] and International Organization for Standardization
(ISO) with its standards 10006 and 21500 [10].

These institutions along with their respective standards of project management
relate both the generic and specific practices applicable to management; however, they
do not propose concrete algorithms to achieve it. Mostly, they are based on manual
work and the exhaustive documentation of processes, rather than the determination of
faults and errors by data analysis. In general, they do not allow an adequate treatment
of uncertainty and ambiguity existing in management. The sixth version of PMBOK [1]
proposes new techniques for risk management in projects. Through quantitative risk
analysis, treatment of uncertainty and data analysis is achieved.

On the other hand, revenue assurance combines a set of techniques, policies, and
models, with the objective of increasing revenues and reducing costs for organizations
that apply it, following reactive and proactive approaches. It is shown as an interdis-
ciplinary area where all the following converge: databases technologies, statistics,
anomalous data mining, soft computing, and emerging computing techniques.

Regarding computational techniques used for revenue assurance, both TMForum
and GRAPA acknowledge the use of anomalous data mining techniques [4–8]. The
following Table 1 gives a summary of most used computational techniques. Yet in
most cases, big companies hire consulting firms, which generally implement revenue
assurance procedures according to their own methods. Among the most used tech-
niques are: application of expert judgment and application of production rules proposed
by experts, generally very specific for each scenario.
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2.2 Analysis of Anomalous Data

In this section, some of data analysis and anomalous data mining techniques are
discussed. Anomalous data, or outlier, is defined as an observation that deviates greatly
from other observations, appearing as a suspicious subject that could be generated by
mechanisms different from the rest of data [11].

The techniques for the detection of anomalous data are shown in different appli-
cation scenarios [12–18] among which are: detection of fraud in credit cards and
telecommunications, errors in planning, detection of prices of products handled, pro-
cessing of images, fraud in clinical trials, analysis of irregularities in voting processes,
detection of network intruders, criminal analysis in other areas.

For data analysis and outlier identification, several methods with different
approaches and classifications were studied. Suggested below are methods based on
distance, clustering, spatial data analysis, and active learning.

Distance-based methods: they allow to detect the proximity between points. They
consider as anomalous data, those points with greater distance to the rest of their
neighbors. Euclidean distance and Mahalanobis distance are used, reporting better
results. They have been widely used for the detection of anomalous data in spaces of
high dimensionality [19]. Heuristics and indexes have also been proposed that help to
reduce the complexity of algorithms and the number of comparisons required in tra-
ditional distance-based methods [20]. They achieve the following advantages: they do
not need to know a priori the distribution of data and they can be applied in search
spaces on which a measure of distance can be defined. These methods generally allow a
greater level of granularity than other methods, facilitating the differentiation between
noisy data and anomalous data.

Clustering-based methods, especially those based on partitions: perform succes-
sive divisions of data set. Objects are organized into k groups, so that the deviation of
each object must be minimized in relation to the center of group [21]. K-means is one
of the most used algorithms for the formation of clusters. Classical K-means depends
on a priori selection of the number of groups and the centroids. Main advantage of
clustering-based methods is that they allow a global data analysis, detecting small
groups of isolated data [22]. Main limitation is that sometimes they cannot discern
clearly if they are in presence of really anomalous data or if they are noisy data.

Table 1. Techniques most used in revenue assurance processes

Processes Anomalous data mining techniques used

Risk analysis Sampling, Group analysis, Distribution analysis, Central tendency
analysis, Regression

Early detection Sampling, Group analysis, Chaid/Cart, RNA
Design of controls Sampling, Chaid/Cart, Distribution analysis, Central tendency analysis
Root cause analysis Group analysis, Distribution analysis, Central tendency analysis
Forecast Sampling, Group Analysis, Chaid/Cart, RNA, Regression
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Methods based on spatial analysis of data: they are quite close to clustering
methods. They are based on the principle that an anomalous data in space is an object
that, by representing its attributes in space, these are significantly different from their
neighboring objects. In this category are graphic methods; these are based on spatial
visualization of data, their implementation is easier in spaces of low dimensionality
[11]. Especially methods based on angles, assume that anomalous data are those that
when forming different angles with any of the rest of points of the data set, it is found
that amplitude of said angles does not vary significantly. This method is based on
relationship between the distance of points and cosine of the inscribed angle between
segments that form said points [23].

Method based on active learning: data are classified by iterations [24]. In each
iteration only a few data sets are identified and classified with the intervention of
human experts who classify or ratify the classification made by algorithms of data
analyzed. In first iteration unsupervised methods are used, already classified data can be
used using supervised techniques in new iterations. Some difficulties associated with
these methods are uncertainty and ambiguity during first iterations. Expert consensus
techniques can be used in these cases to reduce the possibility of uncertainty in clas-
sifications and guarantee an adequate learning of the behavior patterns of anomalous
data identified.

Distance-based methods report their best results in scenarios with relatively small
data, unlike other proximity-based methods. The starkest difference between these
methods and those based on clustering is in granularity used during analysis process, an
element that sometimes allows distance-based algorithms to be more robust [25].

It can be concluded that there are no deterministic or unique solutions for revenue
assurance applicable to all organizations. This occurs as each scenario presents vari-
ables, internal and external factors, with a high impact on revenues and decisions for
their management.

3 Data Analysis Algorithms for Revenue Assurance

This section coherently presents a method by which applies data analysis algorithms to
the revenue assurance of project management organizations (see Fig. 1). The method is
based on an analysis and processing of data that reflects the activity of a particular
organization analyzed. It consists of five stages that are described below.

Fig. 1. Data analysis method for revenue assurance
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Stage 1: consists of two parts. At first, the source of data and organization processes
must be understood in order to define a taxonomy that helps to identify the situa-
tions that affect revenue assurance as possible causes of failures, frauds or leaks. In a
second action, a data model collected from the information systems of organization
is constructed; and the nature of data, existence of missing values and most frequent
errors in them is analyzed.
Stage 2: employs descriptive statistics techniques combined with the facilities of the
information systems and the SQL language for data recovery. In this stage, different
activities related to data pre-processing, such as cleaning, standardization and
selection of attributes (both descriptors and decision makers) that will make up the
information system, are grouped together.
Stage 3: application and modeling of data analysis algorithms for detection of
situations that reflect loss of income. It relies on active and reactive approaches.
These approaches are guaranteed by the agility of response of the proposed algo-
rithms which is also one of the variables analyzed in this research. Anomalous data
are detected based on a strategy of independent treatment of data with multiple
algorithms and then the union of results. Several iterations are carried out and in
each one an algorithm specialized in the detection of a type of anomalous situation
is applied. Once all the algorithms have been executed, the results found are
combined.
Stage 4: for evaluate the results and estimation of impact, it is proposed to use some
of the following techniques: estimation by analogy, estimation by three values,
parametric estimation, expert judgment or analysis of the costs of revenue assur-
ance. Cost estimation by analogy uses historical information based on the experi-
ence of previous projects and the impact of certain factors on them. Estimation by
three values is based on: the most probable cost given by a realistic evaluation of
expert; optimistic cost based on the best possible scenario with least possible
impact; and the pessimistic cost based on the analysis of worst case scenario.
Parametric estimation uses a statistical relationship between historical data and
other variables to calculate an estimate of economic impact.
Stage 5: information systems is proposed for generate reports and a system of
recommendations to help users in making decisions. Each anomalous data identified
will be framed in some of situations that affect the income, the recommendation
system is based on content and returns the measures that can be taken in each
situation. During decision making, results are collected in form of lessons learned;
this allows the continuous improvement and sustainability in the application of
revenue assurance techniques in the organization.

The proposed method requires, for its implementation, presence of people with
knowledge of data analysis and revenue assurance, since it combines project man-
agement techniques with anomalous data mining techniques to detect situations that
affect revenue assurance processes in organizations.

Different techniques and algorithms are applied to project management databases,
discovering causal relationships and effective and efficient combinations to detect
anomalous situations that generate income losses. Below is the Meta algorithm
designed to combine the results of multiple algorithms.
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3.1 Meta Algorithm Based on the Combination of Different Techniques

A summary of the algorithms used in data analysis is presented below. They are all
applied in order to find those that report best results for each specific problem.

Angle. It is based on spatial analysis approach of data, in particular a method based on
angles. Performs the detection of anomalous values based on angles in a specified data
frame. This algorithm is recommended for high dimensionality scenarios [23].

Cross-clustering. It is based on partial clustering with automatic estimation of clusters
number and identification of outliers, combined with evolutionary algorithms, provides
automatic estimation of groups and automatic estimation of anomalous elements. It
calculates a partial clustering algorithm that combines the minimum variance algo-
rithms and the Ward complete coupling, providing an automatic estimation of an
adequate number of clusters and identification of atypical elements [26].

Kmodr. It is based on the use of simultaneous clustering methods. It is an imple-
mentation of K-means algorithm with a unified approach to group and detect outliers
[22]. It is useful to create potentially tighter groups than standard K-means and
simultaneously find anomalous data at low cost in a multidimensional space.
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Distance_mahalanobis. It is based on Mahalanobis distance. It has as inputs nearest
number of neighbors and data set. It uses a maximum distance function, concept of
neighborhood and allows work with dynamic thresholds refining the search, by default
it is the identity function. Returns anomalous data ordered downwards according to the
distance to its nearest neighbors.

Kmeans_euclidean. It is a hybrid algorithm, based on K-means clustering combined
with Euclidean distance. It has as inputs the number of expected centers and the data
set. It uses Euclidean distance function and a cut threshold. It calculates the centers of
founded clusters and returns anomalous data found.

Kmeans_norm_euclidean. It is a hybrid algorithm, similar to the Kmeans_euclidean
algorithm, but works with normalized input data.

Kmeans_stats. This is a hybrid algorithm that combines clustering techniques with
distance-based methods and pattern recognition techniques. It has as input the data set
and a set of centers planted. Returns the list of anomalous data for which distance is
greater than threshold. To improve the efficiency of this algorithm, it is used as a
strategy to plant the centers initially according to the types of tasks, taking into account
the information of problem in question. The calculation of threshold is also used to
reduce the number of comparisons in algorithm.

Combine_outlier. It is a hybrid algorithm that combines clustering techniques based
on heuristics and descriptive statistics techniques. The algorithm calculates a list of
attributes ordered by degree of dispersion for each group. It applies active learning to
determine clusters with anomalous data. To improve the efficiency of this algorithm,
knowledge of the application scenario is used to know in advance the number of groups
expected, knowledge that is used for the search by subspaces.

Active Learning. It runs at the end of applying the rest of algorithms to detect
anomalous data. This receives as input the list of data suspected of being anomalous. At
this moment, the experts in revenue assurance of the organization, validate if the
suspect data are really anomalous or not and the analyzed data are marked. In addition,
lessons are learned to be used in future analysis processes. Fundamental technique to be
applied in this case is expert judgment.

To carry out a proactive strategy in revenue assurance, risks management in
organization is proposed. Experts evaluate each of identified risks and computer with
words techniques are used to measure the impact that these risks have on the income.
Applied during the feasibility analysis of preliminary project, it can help eliminate risk
situations in projects. Early detection of anomalous situations improves management of
contracts and communication with customers. Satisfied clients for project compliance,
for the detection and early correction of situations that affect project: they enable new
business and contracts, they contribute to raising the income. The fulfillment of con-
tracts, thanks to detect problems and good control, avoids claims and economic penalty
saving income. For more details of the method proposed, consult [27].
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4 Evaluation and Results

To validate this proposal, methodological triangulation techniques were used, com-
bining the triangulation of data, methods, and experts. For this, several experiments
were carried out and cross validation was applied in order to determine the best
configuration of algorithms and compare them with respect to efficiency and effec-
tiveness to detect anomalous situations in different databases. Finally, the application of
the proposal in a case study was validated by experts.

Algorithms were compared from analyzing their performance with the databases:
alone_rate, col_mix, mul_plan, mul_rate, mul_mix from the repository of Research
Laboratory in Project Management [27], at the University of Computer Sciences.
Databases are composed of 23 attributes and over 9000 records, 5% of which carry
anomalous data. Each of these five databases was divided into 20 partitions to apply
cross-validation techniques.

To compare the experiments, normality tests were performed using the Shapiro-
Wilk test [28], and both parametric and non-parametric techniques were applied
depending on normality analysis of the data. To carry out all tests, R language and its
algorithm libraries were used. The Shapiro-Wilk test proved that samples do not meet a
normal distribution with a p-value = 0.00032. The populations formed by the results of
algorithms were compared using the nonparametric Wilcoxon test for two samples
related to a 95% confidence interval [29].

Using the 20 partitions of the five databases and 53 configurations of the algo-
rithms, 5300 experiments were performed, shown in Table 2.

To validate effectiveness, algorithms were compared with respect to the percent
variable of anomalous data correctly detected where accuracy and recall metrics were
used. Accuracy is defined as the percent of reported anomalous data, see Eq. (1) while

Table 2. Parameters configurations for each algorithm

Algorithms Algorithms parameters

Angle k 2 {3, 5, 7, 9}
Threshold q 2 {0.92, 0.95}

Cross-clustering k_min 2 {3, 4, 5}
k_max 2 {5, 7, 9}

Mahalanobis k 2 {3, 5, 7, 9}
Threshold q 2 {0.92, 0.95}

Kmeans_euclidean k 2 {3, 5, 7, 9}
Threshold q 2 {0.92, 0.95}

Kmeans_norm_euclidean k 2 {3, 5, 7, 9}
q 2 {0.92, 0.95}

Kmeans_stats k 2 {3, 5, 7, 9}
Kmodr k 2 {3, 5, 7, 9}
Combine_outlier k 2 {5, 7}

q 2 {0.92, 0.95}

Data Analysis Algorithms for Revenue Assurance 147



recall is the percent of reported anomalous data regarding the amount of true anoma-
lous data, see Eq. (2).

Accuracy qð Þ ¼ 100
S qð Þ \ Tj j
S qð Þ ð1Þ

Recall qð Þ ¼ 100
S qð Þ \ Tj j

T
ð2Þ

Where q is the recovery threshold of outliers on the ordered list of possible
anomalous data, S(q) denotes the set of outliers retrieved, while T represents the set of
true outliers. Accuracy and Recall metrics are combined based on the application of an
OWA operator [30]. Figure 2 shows that algorithms Kmeans_stats and Com-
bine_outlier have very similar results in all databases, except for collective anomalous
data (col_mix), where Combine_outlier algorithm is slightly higher. The worst result
was Kmeans_euclidean_9_0.92. The numbers after the algorithm means the training
parameters (presented in Table 2); in this case, 9 is the number of expected centers, and
0.92 is the percentile value to determine the distance threshold.

To compare the efficiency (time used by algorithms to detect anomalous data),
Wilcoxon test found significant differences, with better results for Kmeans_stats and
Distance_mahalanobis algorithms. While worst results are presented by Angle and
Cross-clustering. Figure 3 shows the efficiency of the algorithms with respect to the
databases used.

Fig. 2. Effectiveness of algorithms considering accuracy and recall simultaneously. Larger area
corresponds to better results.
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To evaluate the applicability of algorithms, experts were polled about several cri-
teria that are shown in Table 3. Experts were selected from among several specialists in
telecommunications company assurance and project management departments. Experts
were asked to evaluate each measure using the following set of linguistic terms
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Fig. 3. Stability in algorithms efficiency

Table 3. Result of expert evaluation about the application of the algorithms

Measures Result of applying
2-tuples

Variance in
experts response

M1. Level of integration with good project
management practices

(High; 0.36) 0.24

M2. Proactive approach to revenue assurance (High; 0.48) 0.26
M3. Reactive approach based on outlier mining (Very High; −0.24) 0.19
M4. Active approach based on outlier mining (Medium; −0.04) 0.21
M5. Treatment of imprecision and uncertainty in
decision making

(High; −0.48) 0.26

M6. Application of data cleansing techniques prior to
making decisions

(High; −0.24) 0.19

M7. Reuse level based on obtaining algorithm
libraries

(High; 0.32) 0.23

M8. Level of use of open source technologies,
promoting the reuse and technological sovereignty of
organizations

(Very High; −0.28) 0.21

M9. Implementation in project management scenarios (High; 0.12) 0.28
M10. Ease for generalization in different project
management environments (construction, computing,
research, training)

(Medium; −0.32) 0.39

M11. Effectiveness with respect to the detection of
anomalous data

(High; 0.32) 0.23

M12. Efficiency with respect to response times (High; 0.48) 0.26
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LBTL = {None, Very Low, Low, Medium, High, Very High, and Perfect}. To
standardize the expert evaluation with respect to each measure, 2-tuples model of
computing with words was used. Table 3 shows the results of expert evaluation
aggregation.

Experts positively evaluated the algorithms for revenue assurance and it is reflected
in the High score of most criteria.

An experiment is carried out to validate the risk management proposal proactively
associated with revenue losses. The traditional technique proposed in the PMBOK
(Risk-PMBOK) is compared with the technique based on the 2-tuples model of
computing with words (Risk-CWW) proposed. A group of six project management
experts who did not participate in the selected projects were designated for validation.
The experts consulted for risk assessment are characterized by: 4 PhD’s and 2 Masters;
regarding years of experience: 18.8 on average, 9.8 standard deviation, 14 minimum
years and 37 maximum years dedicated.

Eighteen of the most common risks in this scenario were taken into account,
covering all knowledge areas of project management. Finally, the mean squared errors
calculated according to each method (Risk-PMBOK, Risk-CWW) were compared for
each project. As shown in Fig. 4, the best results are obtained with the Risk-CWW
assessment method.

Among advantages of the proposed method, there is the ease interpretation of the
results when both evaluations of experts and final results are expressed in words. The
proposed method also allows the simultaneous assessment of multiple experts. For
more details, consult [27].

Some of the anomalous situations detected are shown below:

• Situation 1: the records of tasks that do not have assigned resources with the
required competences or that due to their volume, require more human resources
than those assigned.
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Fig. 4. Radial graph that represents the mean square error in the risk assessment (a smaller area
indicates better algorithm)
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• Situation 2: the records of tasks whose time or cost estimate is above or well below
the predicted values.

• Situation 3: the records of tasks that do not respect in the chronogram the logical
precedence or that have an excessively high waiting clearance with respect to other
tasks.

• Situation 4: the requirements records in the work breakdown structure of the project
for which there are no tasks recorded in the project schedule, dedicated to the
development of the same.

• Situation 5: project records that, although similar to others because of their scope,
may have estimated costs well above average.

• Situation 6: the recorded schedules that show an overload of human or non-human
resources in multiple project development scenarios simultaneously.

The proposed method was implemented on the GESPRO platform due to its ver-
satility and number of functionalities for revenue assurance [31, 32], among which are:

• Data analysis and revenue assurance module, which integrates libraries in R for the
outlier detection.

• Risk management module, appropriate for proactive analysis.
• Scorecard with indicators and early warnings, aimed at detecting shortcomings in

the planning and projects execution.
• Reach and quality management regarding the coverage of the requirements in the

schedule and quality control.
• Project costs management and project costs prediction based on the data behavior.

Figure 5 shows a view of the risk management module as part of revenue assurance
subsystem in the GESPRO tool.

Another advantage in the use of free software as a requirement to achieve techno-
logical sovereignty, which helps ensure national development in a comprehensive and
sustainable manner. Computational environment and functionalities developed on open
source software technologies promote and reflect these precepts. This implies the

Fig. 5. View of risk management in GESPRO as part of revenue assurance subsystem
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following advantages for management tool: full domain of functionalities, detection of
errors and corrections on time, continuous improvement based on collaborative
development.

With the integration of the algorithms proposed in GESPRO platform, a total of five
companies and fourteen information-technology development centers benefit, where
approximately 300 projects are managed annually. An average of 5000 users of the tool
are favored, with different levels of specialization and roles. Thanks to the use of the
proposal, decision-making with help of GESPRO tool is currently carried out in a
comfortable, integral and agile way, raising the quality of user’s life.

5 Conclusions and Future Work

To determine the application of revenue assurance techniques, the specificities of each
scenario and the nature of its data must be considered. A method was presented that
allows the detection for anomalous situations that generates income losses in project-
oriented organizations, based on the combination of project management techniques,
anomalous data mining, and soft computing. Hybrid algorithms were designed to take
advantage of distance-based strategies with tools based on clustering and heuristics.
A library of data analysis algorithms based on free software was developed and inte-
grated into GESPRO platform, an element that enables its application in real scenarios
with high economic and social impact. It is shown that in the databases used for
experimentation, the algorithm with best results regarding efficacy and efficiency was
Kmeans_stats. Integral evaluation of the method showed that it complies with all the
indicators expected to be analyzed. Further research should be done, however, on the
application of the proposed method in real-time scenarios using strategies for high-
performance computing.
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Abstract. Proportional, integral and derivative (PID) controllers are commonly
applied in industrial environments because of their performance and simplicity
application in linear systems. On the other hand, Fuzzy logic controllers
(FLC) imitate the human knowledge applying a linguistic ideology instead of
mathematical calculations. These features make FLC suitable for nonlinear
systems by providing an affordable response in terms of speed control. This
research proposes a comparative study between PID controller and FLC for
separately excited DC motor. Both controllers are tested under different con-
ditions such as overshoot percentage, rise time, torque load disturbance and
multiple steps input. Furthermore, this study determines the benefits and
drawbacks of each controller when they are evaluated to obtain an appropriated
output for DC motor speed control.

Keywords: DC motor � Fuzzy logic controller � PID controller � Speed control

1 Introduction

Separately excited DC motors transform electrical energy into mechanical energy and
consist of electric-mechanical components. This type of DC motors maintains an
intrinsic relation between torque and speed which has benefited its use and application
in industrial processes such as trains, position system and robot arms [1].

Researchers have developed various control system methodologies to obtain an
appropriated output for DC motor speed control. In this regard, PID controllers offer a
feedback loop mechanism to tune their coefficients and provide an appropriate response
for linear systems. Although this controller is well-known in industrial applications and
applied in other systems that require module control adaptation, its application is not
suitable when torque load increases [2].
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On the other hand, Fuzzy Logic Controller (FLC) imitates the human understanding
to provide an optimal response evading mathematical calculation for linguistic ideol-
ogy. This controller expresses the inputs in terms of logical variables which could be
easily translated in control design. The interpretation of continuous values provides an
appropriate output signal regarding to system requirements. In particular, FLC offers
advantages for higher order systems and facilitates continuous parameters modification
[2, 3].

Although previous works apply PID and FLC controllers for separately excited DC
motors in an individual manner [2, 3], this research proposes a comparative study
between these controllers. PID and FLC are tested for parameters such as torque load
rejection and percentage overshoot to determine the benefits and drawbacks of each
controller to obtain an appropriated output for DC motors.

The remainder of this paper is organized as follows. Section 2 provide background
about DC motor, PID controllers and different methods to determine the coefficients for
calculating DC motor speed control. The simulations and results of the performance of
the controllers are described in Sect. 3. Section 4 summarizes the conclusions of this
paper.

2 Background

2.1 DC Motor

DC motor separately excited presents two distinctive sections known as field and
armature as illustrated in Fig. 1. The magnetic field is generated in the field section,
while, in the armature field, an armature current (Ia) is produced by a voltage (Va) in
order to generate an electro-mechanical force (E). The electro-mechanical force is
related to the angular velocity (x), and this physical phenomenon is the purpose of
motors.

Fig. 1. Structure of DC motor.

156 E. Flores-Morán et al.



The DC motor equations are:

Va ¼ Ra:ia þ La:
dia
dt

þE ð1Þ

E ¼ Ke:x:/ ð2Þ

Te ¼ KT :ia:/ ð3Þ

Te ¼ TL þ J _xþBx ð4Þ

Where, Ra is armature resistance in [Ω], La is armature inductance in [H], TE is
electro-mechanic torque in [N.m], TL is torque load in [N.m], J is momentum of inertia
in [Kg/m2], B is coefficient of friction in [N.m.s], KT is torque motor gain in [N.m/A],
KE is back electro-mechanical force coefficient in [V.s/rad], x is angular speed in
[rad/s] and u is the flux in [Wb].

By applying Laplace transforms to the Eqs. (1), (2), (3) and (4), it is possible to
elaborate a Simulink model to obtain a DC motor representation.

VA Sð Þ ¼ RAIA þ LAIASþE Sð Þ ð5Þ

TE ¼ TL þ J _x Sð ÞSþBx Sð Þ ð6Þ

From Eqs. (5) and (6), the angular speed transfer function is calculated as follows:

x Sð Þ
E Sð Þ ¼

K
JLAS2 þ JRA þBLAð ÞSþ BRA þKð Þ ð7Þ

2.2 PID Controllers

PID controllers have been implemented in more than 90% of the industrial applications
and processes because of its robust performance and simplicity of parameters [4, 12].
Specifically, these controllers consist of three components: proportional (KP), inte-
grative (KI) and derivative (KD) variables. Proportional gain defines the response to the
present error (e(t)), which corresponds to the difference between the reference and the
response. By accumulating the recent errors, integrative coefficient designs the optimal
responses. Derivative coefficients assign the action based on the rate at which the error
has been changed [1, 4]. According to some specific parameters, PID controllers
provides a control variable (u(t)) by adjusting their gains, in order to obtain an output
signal. The structure of a PID controller is described in Fig. 2.
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The structure of this controller is represented by the following equation:

u tð Þ ¼ KP:e tð ÞþKI
Z t
0
e tð ÞdsþKD

de tð Þ
dt

� �
ð8Þ

Different methods could be employed to find the coefficients, such as: Ziegler-
Nichols open loop response technique, closed loop or resonance technique and manual
tuning.

2.3 Ziegler-Nichols Open Loop Method

Ziegler-Nichols open loop method has been implemented to acquire the PI and PID
coefficients. These two types of controllers are widely applied in different industrial
processes [5, 6]. By sketching a tangent line in the open loop step response, it is
possible to obtain the following parameters: gain in steady-state (K), delay time (L) and
time constant (T); Fig. 3 provides an overview of this process.

By applying the equation, A = (K.L)/T, it could obtain the PID gains through the
Table 1.

Fig. 2. Structure of PID controller.

Fig. 3. Response for open loop methodology.

Table 1. Open loop table parameters.

Controllers types KP KI KD

P T/L
PI 0.9T/L L/0.3
PID 1.2T/L 2L 0.5L
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2.4 Ziegler-Nichols Closed Loop Resonance Method

This method initiates by setting integral and derivative coefficients to zero. The next
step corresponds to increase the proportional coefficient from zero to a gain (Ku), where
the step response shows a continuous oscillation [5, 6]. Finally, the response period
(Tu) could be determined by measuring the time length of one cycle. Figure 4 shows
this method and its parameters.

The Table 2 provides the values to obtain PID gains as follow:

Manual tuning is another alternative method to find PID coefficients, providing an
output signal more affordable related to system requirements [2]. For industrial loca-
tions, a significant amount of processes or applications are determined for high order or
nonlinearity systems. PID controllers operates effectively for first and second order
linear systems. However, these controllers could be affected by load torque increasing
or components physical deterioration. To provide a different methodology, scientist
have established a technique to attend to complex systems.

2.5 Fuzzy Logic Controller

In 1965, Dr. Lotfi A. Zadeh established the concept of Fuzzy logic controller to deal
with known drawbacks of PID controllers. FLC is able to control complex systems by
executing a linguistic ideology achieved from the experience and knowledge of the
operator [7, 8]. This controller offers a procedure for symbolizing and applying an
interpretation of programmer experience, in order to establish a signal that works over
the plant. Fuzzifier, knowledge base, inference mechanism and defuzzifier are the FLC
components, where e(t) is the error, ce(t) is the change of error and u(t) is the control
variable.

Fig. 4. Closed loop response methodology.

Table 2. Close loop resonance table parameters.

Controllers types KP KI KD

P 0.5 Ku

PI 0.4 Ku 0.8 Tu
PID 0.6 Ku 0.5 Tu 0.125 Tu
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Fuzzifier. This component transforms a standardized input gain into an etymological
term. For example, it is able to obtain an exemplification as negative small (NS) or big
positive (BP) by estimating the membership function. The most used shape is triangular
waveform. Figure 5 shows a general idea of this component.

Knowledge Base. This module offers the database and rules for the FLC. Knowledge
base is the responsible component for providing information to all FLC elements. Rule
base consists of a set of linguistic interpretation related to the input and the desired
output.

Inference Mechanism. Inference process defines the FLC output by calculating the
knowledge base commands. The programmer skill or knowledge establish the com-
mands that offer the output values, for example:

If eðtÞ is Em and ceðtÞ is dEn then f ðtÞ is Cmn:

Where the functions incomes are defined by Em and dEn, f(t) corresponds to the
controller output and Cmn is the output function.

Defuzzifier. In this section, FLC output is transformed into numerical gain. There are
different types of defuzzifiers such as mean of maximum, center of gravity, center of
average.

PD, PI and PD + I are the most applied FLC schematic. The well-known draw-
backs of the FLC correspond to elaborate the scheme of the rules, select the fitting
defuzzi-fier and find an appropriate response [8, 9, 11].

3 Simulation and Results

Matlab/Simulink offers a valuable software tool to study the performance of the con-
trollers. This section analyzes the behavior for speed control of a separately excited DC
motor tuned by (1) open, (2) closed loop methodology, (3) manual tuning and
(4) Fuzzy PD + I controllers. These methods are evaluated under different factors such
as disturbance rejecting and multiple steps input.

For the first section of this examination, 1000 rad/s step input is applied to each
controller. Table 3 shows the DC motor parameters for the simulation.

Fig. 5. Example of the membership function of e(t) and ce(t).
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Applying the Eq. 7, angular speed transfer function is shown as follows:

x Sð Þ
E Sð Þ ¼

1558:4
S2 þ 70:02Sþ 1872

ð9Þ

Method 1: Ziegler Nichols Open Loop Response
Ziegler Nichols open loop response provides a quick methodology to find the PID
parameters – A and L. By applying a step response to the DC motor, the value of these
variables is 0.0286 and 0.0375 respectively. For this study, PID configuration is used
due to its robustness. Table 4 shows the PID gains and Fig. 6 displays the step
response for PID controller. The percentage overshoot is 12.4% and rise time is
0.0315 s.

Table 3. DC motor parameters.

Parameters Value

Ra 2.45 [Ω]
La 0.035 [H]
J 0.022 [Kg/m2]
B 0.0005 [N.m.s]
KE 1.2 [V.s/rad]
KT 1.2 [N.m/A]

Table 4. PID coefficients obtained by open loop response methodology.

Controllers types KP KI KD

P 34.96
PI 31.47 279.7
PID 41.96 559.5 0.79

Fig. 6. Step response for PID controller tuned by open loop methodology.
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Method 2: Ziegler Nichols Closed Loop Response
This methodology is essential to calculate the parameters Ku and Tu whose values are
75 and 0.5 respectively. The coefficients of these controllers are shown in Table 5. For
this examination, PID controller is the most suitable to be applied due to its effec-
tiveness and efficient. Figure 7 shows the step response, obtaining a percentage
overshoot of 12% and rise time of 0.105 s.

Method 3: Manual Tuning
For PID controller tuned by manual adjusting, Table 6 shows its gains and Fig. 8
displays the step response. The overshoot percentage and rise time are 0% and 0.104 s,
respectively. As a previous methodology, PID controller provides an optimal response
for the requirements specification.

Table 5. PID coefficients obtained by closed loop response methodology.

Controllers types KP KI KD

P 42.1
PI 33.68 290.3
PID 50.52 696.8 0.92

Fig. 7. Step response for PID controller tuned by closed loop.

Table 6. PID coefficients obtained by manual tuning.

Controllers type KP KI KD

PID 2.2 23 0.05
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Method 4: Fuzzy PD + I
According to the aforementioned explanation, FLC offers a feasible solution for non-
linear systems by executing an etymological philosophy, avoiding any calculation, in
order to define the action of system control variable [10, 11]. For this examination, the
two inputs of the fuzzy PD + I controller are error and change of error, and the output
works over the system.

By a trial and error methodology, it is possible to obtain the membership functions
of the FLC, related to the system requirements [2, 10]. The membership functions of
the Fuzzy PD + I controller are shown in the Fig. 9.

Table 7 shows 25 fuzzy rules which can be established by the observation and
testing of the system performance. Table 8 displays the fuzzy PD + I gains of the
system.

Fig. 8. Step response for PID controller tuned by manual adjusting.

Fig. 9. Error, change of error and output membership functions for Fuzzy PD + I controller.
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Figure 10 displays the step response for Fuzzy PD + I controller, the percentage
overshoot is 0% and rise time is 0.291 s. This response is produced because the integral
term acts as an accumulator of the previous error.

This study contains an examination of variable steps input. The multiple input
initiates at 1000 rad/s; at 2 s, the reference growths to 1200 rad/s. At the end, the input
decreases to 800 rad/s at 4 s. The Fig. 11 displays the responses for the three con-
trollers. For multiple steps inputs, the behavior of each controller maintains its per-
formance. Ziegler Nichols open and closed loop response offer an output signal with a
significant overshoot (over 12%). This effect is produced due the proportional and

Table 7. FLC rules.

NB NS Z PS PB

PB Z PS PB PB PB
PS NS Z PS PB PB
Z NB NS Z PS PB
NS NB NB NS Z PS
NB NB NB NB NS Z

Table 8. Fuzzy PD + I Coefficients.

Parameters Value

KE 0.7
KCE 0.05
KU 1.1
KI 8

Fig. 10. Step response for Fuzzy PD + I controller.
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integral action. In contrast, manual tuning provides a response without overshoot
because its integral coefficient is considerable small. Figure 12 shows the responses for
Fuzzy PD + I controller.

At 3 s, a 5% torque load disturbance is executed to the DC motor, for open loop
response methodology PID controller response drops to 998.1 rad/s and the time that
takes to return to the reference point is 0.21 s. For closed loop methodology, the
response decays to 998.3 rad/s and the time to recover the reference is 0.62 s. For
manual tuning, the output signal drops to 973.5 rad/s and the time to recover the
reference is 0.63 s. Figure 13 shows the torque load rejection for PID controllers.
Basically, this time can be eliminated by growing the integral term, however, this

Fig. 11. Multiple steps response for PID controllers.

Fig. 12. Multiple steps response for Fuzzy PD + I.
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effects produce a rise of the overshoot percentage. According to Fuzzy PD + I, the
response drops to 925 rad/s. As demonstrated in the preceding examination, Fuzzy
PD + I presents a slow performance because the integral gain works as sum of the
output before to it. FLC’s linguistic representation offers a methodology to eliminate
complex calculations. Figure 14 displays the disturbance rejection for Fuzzy PD + I
controllers.

4 Conclusion

This paper aims to obtain an appropriated output for separately excited DC motor by
comparing different control methodologies including PID controllers and FLC. These
controllers have been tested under different conditions such as overshoot percentage,

Fig. 13. Torque load rejection for PID controllers.

Fig. 14. Torque load rejection for Fuzzy PD + I controller.
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rise time, torque load disturbance and multiple steps input. According to the results,
Ziegler Nichols approach provides an output with a considerable overshoot percentage
and a slow torque load rejection. On the other hand, PID controller tuned by manual
adjusting shows a reduction in proportional and integral terms which in turn produces
an output response without overshoot and an appropriated torque load rejection. In the
case of FLC, the output response does not present an overshoot and acceptable torque
load rejection, but the response is slow since the integral term act as an accumulator of
the previous error. To summarize, PID controller tuned by manual adjusting seems to
be the most appropriated scheme for DC motor speed control based on the above
described parameters. As a future study, the efficient of the proposed controller can be
analyzed and compared with an optimizer.
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